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ABSTRACT

Theoretical analysis of the dynamics of charge transfer in charge
coupled devices is central to the intelligent design and proper estima-
tion of the usefulness of this new device-concept. In this report, a
detailed study of the electrostatics and dynamics of buried channel
charge coupled devices (BCCDs) is presented. Both theoretical and expe-
rimental study of BCCD has been very difficult due to the additional
complexity in the BCCD structure in contrast to the original simpler
structure of surface charge coupled devices (SCCDs). And up to present,
no comprehensive study of BCCD which includes the complete electro-
static and dynamic analysis of BCCD operations has been réported. It is
the purposé of this thesis to assist physicists; device engineers; and
applications engineers interested in BCCD by presenting all essential
information on the buried channel CCDs in one place and in a compre-
hensive form so that the background layed on BCCD can be applied immedi-
ately to the case of the SCCD studies achieved in the past and also to
the investigation of a future CCD structure. _

The work reported in this thesis consists of three major contribu-
tions to the rapidly progressing CCD research and is described in the
main text, Chapter 1, 4, and 5 of this thesis.

In Chapter 1 the relations between the electrostatic potential and
the charge distribution in one dimensional structure for BCCD are
analyzed in detail. An expression for the channel potential in terms of
salient physical parameters is obtained by depletion approximation. And

its implications on doping levels, and profiles; charge storage capa-
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city;geometrical structure and gate voltages are discussed in detail to
provide a useful reference and guide-work in design and analysis of
buried channel CCDs. The results obtained numerically for the case of
Gaussian doping profile are also presented and correlated with the
uniform doping model. In Chapter 4 a detailed two dimensiﬁna] electro-
static analysis of buried channel CCDs is presented. By a simple capa-
citance network model the two dimensional Poisson equation appropriate
for the structure is reduce into a second order differenfia] equation

in a single spatial dimension. The resulting equation relate§ the signal
charge and the minimum channel potential under all the relevant electro-
des and interelectrode regions. A diffusion equation'describing the
charge transfer is coupled to this equation in order to incorporate

the static model in dynamic charge transfer description. The results of
a detailed numerical simulation of the charge transfer process in the
resulting realistic model of a high density buried channel CCD

remain to be studied in Chapter 5. It is shown fhat the limitations
on the device performance due to incomplete free charge transfer are
reduced considerably by powerful field-aided charge transfer. The pro-
cedure to estimate the significance of this reduction in terms of the

charge remaining as a function of time is formulated ana]ytica]]y.
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Chapter 1

ELECTROSTATIC ANALYSIS OF BASIC ONE
DIMENSIONAL MOS STRUCTURE FOR BURIEU CHANNWEL CCDs

1.0 Introduction to Charge Coupled Devices

In 1970, Boyle and Smith*in Bell Labs showed that a signal charge
packet in a metal-oxide-semiconductor (MOS) structure could be stored
in a potential well under a depletion-biased metal electrode and moved
from under one electrode to the next by appropriate pulsing of the
electrode potentials. For the structure to be used as a signal process-
ing device, the electrodes must be placed close enough to make the
potential wells couple and the signal charge packets move smoothly from
one well to the next. The resulting structure is commonly known as the
charge coupled device (CCD).

In the past few years there have been tremendous advances in the
fabrication of this new class of semiconductor devices. These advances,
occuring in an already sophiscated technology, were made possible by |
earlier parallel developments in the parent field of large scale
integrated circuits. |

Analog-signal-processing developments in CCUs have been very
‘significant, for the first time bringing the full impact of monolithic

integrated-circuit technology to bear on'sophisticated analog communi-

* Boyle, W. S., and Smith, G. E. “Charge Coupled Semiconductor
Devices," B.S.T.J., 49, No.4 (April 1970), pp.587-593
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cation systems. CCD de]ay-line, muitip]exing and filtering componenté
are by now operating in developmental systems, where they provide such
complex and vital signal-processing operatiohs as matched filtering in
spread-spectrum communication, bandpass and low- pass filtering, Hilbert
and Fourier transforms for single-side band modulation and complex cod-
ing for military communications. However, most significant of all their
commercial implications are CCU memory syétEms. Here progress has been
slow, mostly due to the already high Tevel of bipo]ar and MOS memory
technology and the fact that CCD membries, owing to their charge-transfer
process, are basically serial. Nevertheless, CCD memories have been gain-
ing momentum. The first to arrive is 16,000~ to 32,000-bit serial CCD
memory element capable of operating at respectable 1- to 5-megahertz
kilobits on a chip in the next two years, at last ushering in the age of
mass-memory chip technology. '

A typical two dimensional CCD structure is illustrated in Fig.l.l
as one unit cell of the overlapping gate structure usﬁng the standard
silicon technology. The device is a series of simple metal-oxide-
semiconductor (10S) capacitors coupled in such a way that the signal
charge on the capatitors can move from under one storage to the next.

The storage site is actually a potential well created under the

electrodes at the semiconduétor insu]atpr'interface. In Fig. 1.2a and
Fig. 1.2b the band diagram of a metal-insulator-n semiconductor is
shown to illustrate the creation of potential wells at the interface
when a voltage pulse is applied to the metal electrode. Minority carri-

ers, injected in response to a digital or ana}og signal or generated by

Chapter One
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photons, are stored as charge packets in these potential wells result-
ing in a decrease in depth of the potential well.

The storage and transfer of the charge packets are controlled by
the clocking pulses driving the closely spaced electrodes as shown in
Fig. 1.3 where a three phase clocking scheme is used. [p the three
phase operation three electrodes are needed to store one bit of infofmav
tion and obtain a directionality in the signal flow. The figures 11lus-
rate how the 4-bits information in a 1-0-1-0 pattern is transferred to
the right.

The original charge coupled device, as introduced in 1970, operates
by meving minority carriers alony the surface of a semiconductor with
voltage pulses applied to metal electrodes which are separated from the
semiconductor by an insulating layer (Si02). Today, this type of charge
coupled devices is refered as surface charge coupled devices (SCCD). The
anlysis of charge-transfer characteristics of SCCD in terms of free-
charge losses, (see Appendix I) and losses.due to the trapping by fast
interface states (see Appendix II) has been central to the intelligent
design and proper estimation of the usefulness of this new device concept.
In these detailed study in Appendix I and II it is shown that the transit

characteristics of SCCD from one electrode to the next is determined by

the minority carrier transport under the influence of thermal diffusion

and electric fields due to the external electrode voltages and the self-
~induced carrier repulsions. It is now known that the transport limit-

ations are largely determined by device geometry; for long electrodes,

thermal diffusion is predominantly responsible for transfering the last

e s o e i i =
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Figure 1.3 |

Schematic cross section of a three-phase charge coupled

device structure. The electrodes are pulsed in the
sequence ¢]¢2¢3 .
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small amount of charge forward and limits efficient operation to clock
frequencies below 10 MHz. Surface state trapping is much less disper-
sive, and even at low frequencies 101! states/cmé-eV can impose the
requirement for regeneration after as few s 100 transfers.

To overcome these problems in 1972, a modified CCD structure was
introduced by a group of scientists™in Bell Labs. However, due to the
additional complexity in structure, the first-fabricated devices did
not work at all. And further detailed experimental and theoretical
investigations remained to be carried out. This new type of CCD is today
referred as buried channel charge coupled devices (BCCDs) in contrast to
the original surface charge coupled devices (SCCUs). The new buried
channel CCD is the subject of investigation in this thesis. The cross-
sectional view of this BCCD is illustrated in Fig. 1.4. In this modified
BCCD structure, the charge does not flow at the semiconductor surface;
instead it is confined to a channel in the p-layer which lies beneath
the surface. The buried channel device has the pdtentia] of eliminating
surface trapping because the signal charge packets now move away from
the interface. And it is also expected that this modification in struc-
ture will give rise to increased fringing fields under the electrodes

and that the diffusion will be replaced by the more powerful field-aided

* Walden,R.H., Krambeck,R.H., Strain,R.J., Mckenna,J., Schryer,i.L.,
and Smith,G.E. "The Buried Channel Charge Coupled Devices" B.S.T.d.
BRIEF, 51, No.7 (September 1972), pp.l1635-1640
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transfer as an important factor in the final charge transfer process.
This should lead to fast, efficient transport even when little charge
remains to be transfered.

However, both the theoretical and the experimental study of BCCD
devices has been very difficult due to the additional complexity in
structure. Up to present, no comprehensive study of BCCD which in§1udes
the complete electrostatic and dynamic analysis of BCCD operations has
been reported. It is the purpose of this thesis to assist'physiciSts,
device engineers, and applications engineers interested in BCCD. By
presenting all essential information on the buried channel CCDs in one
place and in a comprehensive form they can immediately apply this
analysis of BCCD to the case of thé SCCD‘studies in the past (see
Appendix 1 and II) and also to the 1nvestigation of a future CCD struc-
ture discussed in Appendix III. With these motivations, a detailed
study of the electrostatics and dynamics of this new SCCD is presented
in the main text, Chapter 1, 4, and § of this thesis.

1.1 Introduction '

ETectrostatics play an important role in the design of a function-
ing buried channel device. The connection between geometrical structure;
doping levels, and profiles; charge storage capacity; gate voltages are
all determined by simple electrostatic analysis. This analysis must be
carried out before any consideration of the actual charge transfer pro-
cess is made. In principle the electrostatic analysis could be made by
solving the Poisson equation with all the relevant charge distributions
and applied potentials for the correct three dimensional geometry. How-

ever, in general this would require numerical solutions which would be

Chapter One
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both expensive to generate and difficult to use in considering thé
impact of varying some of the physical parameters on the performace of
the device. Hence, it is desirable to idealjze the actual device struc-
ture so that one can obtain an accurate but.approximate analytic solu-
tion to the electrostatic prob]em_which will indicate how all the device

parameters interact. .
In this chapter I take just such an approach. The charge distri-

butions and potential under a CCD gate are assumed to be one dimensional.
.As we will see this approximation makes it possibie to obtain inter-
esting_and very useful resu]ts“for_the electrostatics of the buried
channel device. While these results are very usefui, thé;n;;é not
accurate enough for our considerations of the charge transfer and we
will present a numerical solution of the electrostatic problem in two
dimensions in the chapter 4.
To be specific we will consider only a p-channel device.
However, n-channel could be done in exactly the same way.
This chapter is organized according to the following format. In
1.2 the problem is set up with the definition of charge densities
and relevant geometrical parameters assuming a unifdrm doping profile.
The solution to this problem in terms of chafge stored Q , gate voltage
ogs and the potential of the buried channel ¢, are presented in 1.3
within the depletion approximation. The implication of these resulis
in the design of bufied channel CCD's 1is given in the following three

sections 1.4, 1.5, and 1.6. The changes in these parameters brought

about changing the doping profile from uniform to Gaussian in the

Chapter One
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region near the oxide is discussed in section 1.7. Sectien 1.8 contains

the conclusion.

1.2 Electrostatic Potential and Charge Distribution

The one dimensional geometric structure for a buried p-channel
chérge coupled device is illustrated in Fig. 1.5a. The structure consists
of a metal gate followed by a layer of silicon dioxide which rests on
silicon that has been doped p-type near the surface on a n-type substrate.
The potential energy versus position is shown in Fig. 1.5b. Throughout
this discussion we will reference all potentials to the Fermi level in
the n-type substrate. Since we will be dealing with holes thfoughout
this problem, we will take the electrostatic potential to be positive
in the standard sense, that is, the potential will increase downward on
the figure. As a consequence of this definition, the position of the

conduction edge i@ eV is given by AE such that

-

Ev.and E. are the respecti#e values of the band edges referenced to the
potential zero, ¢= 0, far into the substrate. We note that Ec = -AE
deep in the substrate since ¢= 0. The electrostatic problem is further
specified by giving various contributions to the charge uensity. The

free carrier densities for electrons and holes are given by

E. - ¢n ]

n = N. exp [
kT

. , (1-1a)
and

Chapter One
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Fig. 1.5 (a) MOS Structure for buried channel CCD,
(b) the band and electrostatic potential

profiles, and (c) the charge distribution.
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6,-E |
L p_ v
P =l exp [ kTJ . 3 ,» (1-1b)

where NC and N, are the effective densities of states in the conduction
and valence bands, respectively; and % and ¢p are the quasi-Fermi
levels within the semiconductor.

Further we need to specify the position of the zero of potential
(the Fermi level) with respect to the band edqes. Using the standard
results for a semiconductor doped to a level ND’ we have the deviation
of the conduction band edge AE.

To accomplish this, we note that Ec = -AE deep in the substrate,
and we define the intrinsic electron or hole density n; deep in the

substrate by

2 =np = NN ex (EC-EV . (]-Za)
" P gy E*P k ¢

Then, after a little algebra, using the relation Nd = p-n,y with
Eqs; (1-1a) and (1-1b) we obtain the difference AE in term of the sub-

strate doping Nd as seen by

. |
BE = ¢ + kT Tn (ﬁi) . (1-3a)
1

where 4 is defined by

2
N f N
6, = KT 1n EH{?‘J' 1+(%) _ . (1-3b)
1

1

The derivation is as following:

We observe in Fig. 1.5b that the curves for the conduction band, E.,

and the electrostatic potential,¢, run parallel to each other, and that

Chapter One
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the displacement, AE, is a constant quantity everywhere in the semi-
conductor. We calculate the value of AE deep.in the substrate therefore,
where we observe that ¢, = ¢p = ¢= 0. Hence, using the relation Ny

= p-n, with Egs. (1-la) and (1-1b) we obtain an equation which relates

the conduction band E. and valence band E, deep in the substrate as seen

by
E

Ng=p-n=Nyex :-!f — N exp (L€
d =P y €2p (\ ) c exp )
kT ( kT
Eliminating E, from this equation by Eq. (1-2a), we obtain an equation

for E; as seen by

Nl | o(zEe) - (Me expfEe
nj2 kT AN kT

Then, noting that deep in the substrate AE = -Ec, this equation gives

AE in terms of the substrate doping Ng and the intrinsic semiconductor
parameters Nc and n; as seen in Eq. (1-3a) with &, defined by Eq. (1-3b).
END_OF DERIVATION

This quantity ¢0 can be used to write the electron and hole densities in
a symmetric form and we obtain, after some manipulation, by usina

Egs. (1-1) and (1-2),

' (o-¢_)-9
n=n; exp [w——qf%———ﬂ] i (1-4a)
and
o -(¢-¢ )
p= n1.‘ exp [—E—W—G—J . (1-4b)

Chapter One
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The derivation is as following:

From Eq. (1-3a) with AE = ¢-E. we obtain

NC
kT 1n n—" = ¢ --'EC - tbo

1
¢ _¢o

That is,
Ne exp(Ec/kT) = nj exp("k'-r-—')

Including ¢, in the both sides we obtain Eq. (1-4a) from Eq. (1-1a).

If we apply Eq. (1-2a) to the above equation we obtain

n.iz P—,
———)exp-( Ey/KT) = ny exp| 7

Ny

This gives

¢—¢
Ny exp(-Ey/kT) = n; exp kT

Including ¢p in the both sides we obtain Eq. (1-4b) from Eq. (1-1b).
END OF DERIVATION

. With these equations (1-4a) and (1-4b) for the electron and

hole densities we can write the one dimensional Poisson equation as

[ TEM I PR )+d<.
dx eS'i P *%p ¢'s¢n X » (1-5)

where we denote the impurity doping concentration in the semiconductor

by d(x), and the dependence of the hole and electron densities upon
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the potential ¢ and the quasi-fermi levels ¢p and ¢n’ is indicated
explicitly by means of Eq. (1-4), and we note that the impurity doping
concentration d(x) is a positive quantity in the n-type substrate and
negative in the p-diffusion region. Specifically, d(x) = Nd deep in
the substrate, but we consider the doping to be not necessarily uniform
in the vicinity of the p-diffusion layer. It can be a Gaussian in
particular.
When the minority carriers are neglected, the Poisson equation in

the n-type substrate can be approximated by

2
d_:%. =i _E_]_ [d(x) 3 n(¢,¢n)} . (1-6a)
dX Si

Correspondingly, when the electron concentration is neglected in the

p-diffusion layer, we obtain

2
e .. L [d(x) + p(¢,¢p)} . (1-6b)
dX

=84
where €g4 is the semiconductor dielectric constant.

We have now set up the problem with the definition of charge den-
sities and relevant geometrical parameters. One more point, however,
remains to be made clear before considering the implications of this
problem. It is about the relation between the built-in voltage ¢ of
the p-n juntion and the minimum potential ¢ of the potential well.

For thé uﬁ;%;fﬁly doped abrupt p-n junction shown in Fig. 3.lc,
at the thermal equilibrium, the minimum potential P in the p-diffusion

layer is equal to the built-in voltage of the p-n junction which is qiven

by depletion approximation as

Chapter One
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NN '
o A'd
¢g = KT 1n(n2) . (1-7)

3
However, the presence of the signal charge Q and the gate voltage b

control the actual value of the minimum potential L We will study
tHis effect by applying depletion approximation to the one dimensional
MOS structure for the uniformly doped abrupt pén junction doping
pnofile; That is, d(x) = Ny in the substrate and d(x) = -Np in the

p-diffusion layer. The expression for ®m will be obtained accordingly.

1.3 Depletion Approximation

" We define x-coordinate along the depth of the semiconductor as
indicated in Fig. 1.5c by the horizontal line. The origin of x-
coordinéte is taken to be at the oxide-semiconductor interface. That
is, the p-diffusion region is defined as 0 < X < Xd. Thg problem is
to obtain an expression for the minimum potential o in terms of the

gate voltage bg and the signal charge Q which is defined_as
Q = NpXey = Na(Xg=Xy-X5) o AR

where NA is the p-channel doping density, XCH is the width of the
channel, Xd the p-layer depth. X] and Xz are the surface field and
meta]urgica1 junction depletion widths respectively. These parameters
are seen in Fig. 1.5;.

Correspondiné to X] and XZ’ we define the respective depletion
capacitance as C]‘= ESi/X1 and C2 = ESi/XZ where £ is the silicon

dielectric constant.
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%

The gate voltage b controls the surface electric field Es at. the
oxide-semiconductor interface, which is related to the oxide electric
field by Gauss's law. The oxide electric field is given by the poten-
tial drop across the oxide divided by the oxide thickness Xo. And the
potential drop is given by the difference of the gate voltage o and
the surface potential ¢S adjusted by the metal-oxide work function
oMo and the oxide-semiconductor barrier height dgq S illustrated in

Fig. 1.5b. These simple facts lead to a relation between Es and %.

Assuming the presence of positive interface charge st, we obtain

s~ ¥%F "~ TC ’ (1=60)

where CO is the oxide capacitance per unit area, b the surface potential.

deF is defined by

= - + Gen + 855-' (1-8¢)
%P = % " fwmo " %0 T TC .

We note ¢SF is the surface potential when the band is flat at the

interface, that is when ES = 0. Equation (1-8b) gives one boundary

condition for the Poisson equation (1-6b) in the p-diffusion layer.
Integrating Poisson equation from X = 0 to X = Xl’ that is, in

the surface field induced depletion region, we obtain

. NA
i} (.-——) X, . (1-8d)
S ES,I

m
i

and

_ °si 2 §
LR P (E—E' Es _ ’ W Qe)
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where XI is the surface field induced depletion width. The p-side and n-
side junction depletion width must be connected by the relation

XZNA = X3Nd because of charge neutrality deep in the substrate. The p-
side junction depletion width X2 can be written in terms of the minimum

potential ¢, @S seen by

X = | | |

& V= . (1-8f)
d q

where 2
N X N
_ NaXy [ AJ

b=t 1+ 2 . (1-89)
q  Zegy Ng ,

If the value of the minimum_potentiél L is known, we first obtain
the p-n junction depletion width (X2 F X3) from Eq. (1-8f) and then
Eq. (1-8g). If the amount of the signal charge Q is prescribed,'
Eq. (1-8a) gives the surface field induced depletion width X]. Then
the surface electric field ES, and then the surface potential ¢g» can be
calculated from Eq. (1-8d) and (1-8e) respectively. The corresponding
gate voltage ¢, can be evaluated from Eq. (1-8b) knowing the relation

between the gate voltage ¢g and o, as seen in Eq. (1-8c).

In those equations there are four fixed parameters, X,, X4, NA’
and Ny that can be controlled in the fabrication of device, and three
more variables, Q, ¢, and ¢ g among which there is on}y one constraint
during the device operations. The associated constraint among the three
varibles can be written as an expréssion of the minimum potential ¢, in
terms of the gate voltage ¢.p and the signal charge Q. In the following,

the procedure to calculate the expression is described.
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To write the analytic expression for the minimum potential as simple

as possible, we introduce three parameters, ¢, , ¢4 and R defined by

Niees
¢t = _A_§%. 5 (]qga)
2 CO ;
C C
e (gl b-E) -
¢’t d Qd Cd Qd 3 (]~9b)
and
Ny 04 - ¢
A 'd sF
R - ’ (I_gc)
o, 4 T bt

with Qd = NAXd and Cd = ESi/xd' ¢t is just a geometrical lconstant (in
volt) determined by the p-channel doping density NA and the oxide
capacitance CO. ¢d is proportional to ot and the proportionality constant
given in Eq. (1-9b) is actually a quadratic function of the single -
charge Q. The dimensionless constant R is of the order of 10 to 20 in
normal device configurations because NA is 10 to 20 times larger than

the substrate doping Nd' The physical significance of these

parameters, ¢t’ ¢q and R are explained more in detail as we go further

in inierpretation and results of depletion approximation ih next sectiqn.

In terms of these parameters, the minimum potential ¢, can be

expressed as

¢ITI(Q’¢SF) S (] + 'N_i") [d’d = ¢5F:l 'F(R) s (]'103)

where f(R) is a slowly varying function of R and defined by

F(R) = —= . (1-10b)

1+R+1”+2R

Chapter One



Charge Transfer in Charge Coupled Devices California Institute of Technology
Thesis by Yoshiaki Daimon-Hagihara February 16, 1975

21

The derivation is as following:

Eq. (1-8a) with Q4 = NpXq gives

X
.-E;— & ] s (__}i)-
Qq Xq

~ With Eq. (1-8f) for x2/xd we obtain

G

¢ Q X |
-—-—'“—=.(1-—-)-(—1—) (%)

Also form Eq. (1-8e) substituting 9 by Eq. (1-8b) and X; by Eq. (1-8d)
we obtain
NaXy X NaX3
A, AL A’d

bm = 9 — (—)—) - (
Co Xd 2 €gq Xd_ .

X1 2

Using Eq. (1-9a) for and'Cd=ssilxd we obtain

’

C. X C X1 .
2,1
m = s - 2¢t<-—c°)(——1) - 0, (22 =)°

d Xd . Cd Xd
This equation and Eq. (*) above give
X ¢ QX Q 2
)2 = =2 s20-—)E) - (1-—)
X4 ¢q W Xg Qd
C bsp - ¢ C Xl
AR b
CO ¢t cO Xd .
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Solving for Xj/X4 we obtain

Q » G X Q
2 (l-a)-tzi (—X_j) =(1__q_d)2+ d?.[ sF I+(_)

Substituting X;/Xyq of theabove equation to Eq. (*) we obtain

& q (1-)2 ¥ Cd)Zli] +(:L-)

- —= ={(1-=) _
q Q4
Gy
2 (1--) + —
Qd Co
This equation can be rearranged to give
2
| Q c,le
-4|la—) + 8 .._'“)
Qd Co c"q
Q Q24 [ Jpee ¢
fajas =t | o (G (o
Qd Qd Co CO L ¢q (%)
Knowing from Eq. (1-9b) that
' 2

¢d C Q
¢t ' Cd Qd
the LHS of the above equation (**) becomes

C ¢ ¢
e
Co t

q
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Also substituting oq of Eq. (1-9b) into the RHS of Eq. (**) above, we

can write the RHS of Eq. (**) as seen by

2
2 2
(&z I (&)(i;,__h)_(j_)
Co/ ¢t Co ¢y ¢
Consequently the Eq. (**) above becomes
$ b
-4 ( 1+ __E )6:3)
bt ¢q
‘ | 2

Furthermore noting by Eq. (1-8g) and Eq. (1-9a) that

(Cd>-( C0 =(Cd) 1
Cody Caby \Co 0t/ (1+ “alﬂa) i

the RHS of this equation (%%*) becomes

2 2
(_M._- ._¢5F>(.EE) 1+ - *m
N A
ot C, (1+ Narmg) (04 - ogp)
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Knowing from Eq. (1-8g) and (1-9a) that
‘ ¢
I -
; N :
' og’ " Cg N, (1 + Na/ng)

and defining the parameter f by the equation as seen by

- ¢
f = ]
(1 + Na/ng ) ( by - ¢5F) (i)

the above equation (***) can be written as

2 f

—_ =(1-f )2 Qrev—
R

where R is given by Eq. (1-9¢c).

Solving this equation for f(R) in terms of R we obtain the Eq. (1-10b).
Since f(R) is originally defined by the Eq. (%) above, we immediately
obtain the analytic expression for the minimum potential ¢h as seen by
Eq. (1-10a). In the above derivations, the four equations (%), (%x),
(#%%) and (*x+xx) are all the same relation expressed in terms of diffe-
rent physical parameters, and the parameters R and f(R) seem to play
very important roles in studing the mutual interactions among the
important device parameters such as the oxide thickness X, the p-layer
diffusion depth X4, the p-layer doping Ny, and the substrate doping Ng;
and the three more variables, Q, Osp> and ¢p,.

END OF DERIVATION
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For large values of R, f(R) approaches unity very slowly. If we want
to know a rough value of the minimum potential without going through the
calculation procedure defined by Eqs. (1-9) and (1-10), we can estimate
the value by computing ¢4 frqm Eq. (1-9b) and setting ¢ = '(¢d'¢sF)’
where we note the gate voltage ¢, is related to boF by Eq. (1-8¢).

The general characteristics of the physical parameters implied in
the analytic expression for the minimum potential can be seen by the
relationships implied in the above equations. It is clear from
Eq. (1-10a) that the dependence of the minimum potential ¢, upon the
gate voltage is quite 1fnear. On the other hand because ¢q defined
by Eq..(l—gb) depends quadratically upon the signal charge, we expect
that the minimum potential will also show a quadratic dependence on
the signal charge. We also note that a thicker oxide produces a deeper
minimum potential; Tﬁis effect can be calculated quantitatively by
Eq. (1-9a) in which we see the value of o4 fs proportional to the square
of the oxide thickness. For a given gate voltage, the minimum potential
is different for different oxide thicknesses, because the value of ¢
will be different. But b4 does not depend on dsF or on the gate
voltage. Hence we observe, when two MOS structures with different
oxide thickness are given, the difference of the minimﬁm potehtials
will not depend appreciably upon the gate voltage applied on both
structures. These observations are important in designing a working
buried channel CCD and clocking schemes, and so we will discuss these

points more clearly in detail in the next section.
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1.4 Interpretation and Results of Depletion Approximation

We first describe qualitatively how the paraheters 4& and ¢d depend
on the oxide thickness XU and the signal charge Q. This consideration
is important to describe qualitatively how the minimum potential o
depends on the salient physical parameters.

¢q for two different values of oxide thickness is plqtted in
Fig. 1.6 as a function of the signal charge nomralized by the maximum
depletion charge Qd = NAXd° In this case study, the p-channel depth
Xd is taken to be 1u and the p-channel doping density to be.20,000 e/u3
which is equal to 2 x 10]6 e/cms. The silicon dielectric constant
€g is taken to be 11.7 €, which is equal to 648 e/volt-u and the sili-
con oxide dielectric constant 55102 to be 3.9 €y OF 216 e/volt-u

Observe in Fig. 1.6 . that the nonlinear dependence of ¢y prevails
when more signal charge Q is present in the channel.

Knowing the value of ¢,, the difference (¢SF'¢d) can be calculated
for a given value of bsF This difference is of the order of the
minimum potential ¢m' Hence ¢d, gives a rough estimate of the voltage
drop of the minimum potential ¢m relative to the gate voltage (¢5F).
Specifically, Fig. 1.6 shows for zero gate voltage (¢SF = Q) and the
zero signal charge (Q = 0), the channel potential is rough -45 volt
for X, = 0.32u and -25 volt for X, = 0.12y. Hence the thicker the

oxide, the channel is at the lower potential for the charge carriers.

In Fig.1.7 ¢t and ¢d are plotted against the oxide thickness for
zero-signal charge. As seen in the figure, and as one can easily see

from Eq. (71-9b) when ¢d is expressed in terms of Xo’ g is a linear

Chapter One



Charge Transfer in Charge Coupled Devices

California Institute of Technology
Thesis by Yoshiaki Daimon-Hagihara

February 16, 1975

27

50 !

Na =20,000 e/u>
Xd = |}.L

Fig. 1.6 ¢¢ defined by Eq. (1-9b) plotted against the signal
charge Q normalized by the sheet doing density Qg in

the p-layer for the oxide thickness X, of 0.12u
and 0.32p.
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N = 20,000 e/u®
Xq = 1
Q=0.0
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©
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Fig. 1.7  The dependence of the parameters &dlénd

¢, defined by Eq. (1-9a) and Eq. (1-9b) upon
the oxide thickness XO ijs illustrated in the

figure.
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function of the oxide thickness when no signal charge is present. As a

matter of clarity, for Q = 0 from Eq. (1-9b), we obtain

-

4.1, 1
— & Co * 5t 5 (1-10c)

4 d

The linear dependence of ¢d upon the oxide thickness X0 also implies
qualitatively the linear dependence of the minimum potential bp> UPON
XO. The quadratic dependence of ¢, upon the oxide.thickness XO is clear
from Fig. 1.7 and also from Eq. (1-9a).

We have shown how the parameters L and ¢4 depend quantitatively on
the oxide thickness and the sjgnal charge, and also described qualita-
tively how the minimum potential b depends on these parameters. As
for Eq. (1-10a) we have considered only for the factor (¢SF—¢d) and
if we wish to have é more accurate value, we can calculate the value of
R from Eq. (1-9c) to obtain the correction factor f(R) for the minimum

" potential. But this correction is only about 10 ~ 20% of the first
rough estimate. This point can be made clear as we consider the actual
values of R and f(R) as following.

For the range of interest, the values of R will be between 5.0 and
50.0 as shown in Fig. 1.8a. In this figure, R is plotted against the
normalized signal charge Q/Qd_for a pair of typical values of oxide
thickness XO and of ¢sF‘ Observe that the values of R may vary in a
wide range but the corresponding factor f(R) will be fairly constant as
clearly seen in Fig. 1.8bwhen one compares Figs.1.83a and 1 3b.

For a special case of interest with no signal charge present, the

minimum potential'iﬁ plotted against S for different oxide thickness
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in Fig. 1.9. As we claimed earlier, note that the dependence of the
minimum potential upon ¢ . (hence, upon the gate voltage) is quite
linear. We also observe the lines are fdr practical purposes parallel.
That is, the difference of the minimum potentials will not depend on the
gaté voltage applied on a pair of MOS structureé with different oxide
thickness.

In Fig.1.10a, the dependence of the minimum potential upon the
signal charge is illustrated for typical values of oxide thickness
and gate voltages (actually ¢SF). The top two solid curves are for
beF = 0.0 volt, and the bottom two for B ™ 18.0 volt. These four
curves define the minimum potential levels, that is, the four points
at Q = 0 in the figure, which may be applied for two phase buried
channel CCD operations. This point is discussed further in the next
section and the full treatment of two phase buried channel CCD opera-
tions is given in the next chapter.

We are now in the position to discuss one of the most important
aspects in the metal oxide semiconductor system for our one
dimensional buried channel CCD structure, that is, the condition for
zero surface electric field, or flat band.

The dashed curve in Fig. 10.a was obtéined by ca1cu1§ting the
values of the mihimum potential as a function of the signal charge with
the constraint that the surface electric field ES is zero. That is,
for the case of zero-depletion width Xl by Eq. (3-8d), we obtain from
Eqs. (1-8a) and (1-8f) after some manipulation for E_ = 0, that is, for

X, =0,

1
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N, =20,000 e/p>
Ng =1000 e/p>
X = lp

Q=00

: |
955 05 o) -5 0
ﬁ___gﬁswz__ﬁ»

Fig. 1.9 The minimum potential ¢_ plotted

against dsp for various oxide thickness X,.
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2
: b i - g-w ¥
B = By (T 0 ¢q _ . (1-11a)
E.=0

Recall that the parameter ¢q was originally introduced in Eq. (1-8f) to
relate the p-side depletion width X2 to the minimum potential L. Here,
we also note the band is flat at the semiconductor-oxide interface.
Hence, we have LA When the signal charge increases beyond the
dashed curve, the signal charge will "touch" the oxide-semiconductor
interface.

The surface electric field is zero and the band is flat when, for
given gate voltage (¢SF), the amount of the signal charge becomes, from

the Eq. (1-11a) above,

¢
= O [1 - fi} . (1-11b)

Nhén no éigna1 charge is present (Q = 0), then from Eq. (3~11a)
we noté that the magnitude of the gate voltaqge ¢sF must be set equal to
¢q given by Eq. (1-11b). For the values used in the case study, this
gives ¢.p = - ¢q = - 324 volt for g = 0 and Q = 0. For this value of
bops Eq. (1-11a) gives Q = 0. The dashed curve in Fig.1,10a is given
by Eq. (1-11a) and the values of the signal charge Q for E = 0 (cal-
culated by Eq. (1-11b) for ¢, = 0.0 volt and -18 volt) give the two
points that are arrowed in Fig. 1.10a.

The surface potential ¢ is plotted against signal level in
Fig.1.10b. Note the dependence of the surface potential upon the signal
charge is quite linear as compared to the minimum potential. The

slope is proportional to the oxide thickness X0 and given by the
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recfpkoca1 of the oxide capacitance Co. Note the pairs of lines for
XO = 0.12 and XO = 0.32 are parallel to each other respectively. As we
observe in the relation given by Eq. (1-8b), the surface potential
depends on the surface electric field in a linear fashion. Hence we
observe that the surface electric field is also a linear function of
the signa] charge Q in a good accuracy.

The surface electric field E is plotted in Fig.1.11. The slope is
roughly the reciprocal of the silicon dielectric constant ec,. The
analytic expression for the surface e]éctric field is as messy as the
one for the minimum potential o To comp!eté the discuséion, we
present the expression anyway.

Define two parameters A(Q) and B(Q) as seen by

N N, C
_ d Q d “d
A =1+ 7 (-— ) + o . (1-11¢)
and ’ 5
d 0 sF
B =7 ._)[G o 2 +m~1 ; (1-11d

Both A(Q) and B(Q) are functions of the signal charge Q. Then the sur-

face electric field ES can be calculated from the expression

AQy { T 2]
E, = 1-41-B/A . (y=1e)
% Ry J : S

The condition for zero surface electric field is B(Q) = 0. Then from
Eq. (1-11d) we have the relation as seen in Eq. (1-11c). For the range
of interest, the right factor in RHS of (1-11e) is fairly constant with
values between 0.6 and 0.8 and the surfacé electric field is propor-

tional to A, which is a linear function of the sianal charae Q.
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30— I l T r
Xo= 0.12 p N, =20,000 e/u3
——= Xp=0.32 p Ng=1000 e/p?
<l Xd = IIJ. ]

— Egvolt/u) —»

O | 1 !
9 0.2 04 06 0.8 10
Q/Qd—,

Fig. 1.11 The strength of the surface electric field ES
is plotted against the signal ieve] Q/Qd for typical
values of the oxide thickness X, and the flat band
voltage ¢5F corresponding to the gdte voltage b

as related by Eq. (1-8c).
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1.5 Constraints on Gate Voltage and Signal Charge

We are now in the position to describe the upper and lower bounds
imposed on the minimum potential for normal device operations. Without
this consideration, the device operation is practically impossible and
the important results are summarized as a graphic illustration in
Fig. 1.12.

We will first give the physical background for the upper and lower
bounds and then derive the equations which represent the constraints
between the gate voltage (¢SF) and the signal charge Q0 for normal device
operations. The conditions outside the normal devicé operations, that
is, the accumulation and inversion conditions will then be discussed.

Returning to Fig.1.10a for ¢SF = 0.0 volt, we observe the minimum
potential approaches to zero as the amount of signal charge approaches
the maximum possible capacity Qd. However; we note the minimum potential
must be always lower than the ground reference at least by the amount
of the p-n junction built-in voltage ¢B given by Eq. (1-7). For our
case study, N, = 20,000 /s’ and Ny = 1000 e/u> and o5 is about 0.63
volt. If the minimum potential is raised beyond this point by the _
excess signal charge, the p-n junction will be forward-biased momentarily
and the signal charge will be dumped to the substrate as a current
through the p-n junction.

To prevent the p-n junction from becoming forward-biased, the gate
voltage and the signal charge must be controlled so that the minimum
potential Om is always lower than the ground reference potential at least

by bg- That is,
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Fig. 1.12 The range of the permissible values of the

gate voltage ¢G is implied by the flat band voltage
¢5F plotted against the signal level Q/Qy for typical

oxide thickness of 0.12u and 0.3Zy.
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b (dgpaQ) < - op ' . (1-12a)

On the other hand, when the surface electric field Es becomes zero,
the signal charge starts accumulating at the interface. Then, the
trapping in interface states at the semiconductor oxide interface imposes
Iimitatfons on the performance of CCD operations. To prevent the signal
charge from “touching" the interface, we must have, referring to

Eq. (1-11a) or Fig.l.10a and Fig.1.10b
Q_)Z
¢ITI(¢SF’Q) £ (1 = Qd ¢q . (1-12b)

From the above two equations, it is clear that we cannot have the signal
charge Q equal to Qd in any circumstances during CCD transfer operations.

Combining the constraints (1-12a) and (1-12b) we obtain

2
R - \
(1 Qy % = ¥ = tg : (1-12¢)
This inequality imposes a smaller upper bound than the previous one
(Qd) upon the signal charge Q. That is, we must always have Q < Quay
where QMAX is defined as

_ B |
Uax = % [‘ - 'qTq_} . (1-12d)

This condition, Q < QMAX’ must be satisfied regardless of the gate
voltage ¢sF‘ The signal charge must be always smaller than this value
at least. (The gate voltage actually restricts the value of Q further
into a narrow range.) For the case study in this presentation, QMAX

is smaller than Qd by 4.5% for ¢q = 308 volt and ¢y = 0.63 volt.
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The problem is to rewrite Eqs. {1-12a) and (1-12b) in terms of
the:gate voltage O and the signa1 charge Q explicitly. When O =
- g We have a functiona1‘dependence between the signal charge Q and
the gate voltage dep- This functional relation gives the boundary
for the range of Q and OsF constrained by Eq. (1-12a). The calculation

is tedious but the result can be obtained by solving Eq. (1-8) for

¢ = ~%g- And we obtain the constraint corresponding to Eq. (1-12a)
as seen by
Quay-0 (C Quay-Q
MAX 0 MAX
B 5 [T 1+—)——-——-———-¢ . (1-13a)
sF Co. ZCd Qd B

This is the constraint to keep the signal charge from being washed away
to the substrate. Note for the maximum signal charge Q = QMAX'
ésF S~ p-

The other constraint (71-12b) can be written simply as

q 2 :
Qpid® ( % 55—) ¢q ol (1-13b)
because ¢, = ¢ for ES = 0 as seen in Eq. (1-11a).

These formulations are very important when one is involved in
designing a working buried channel CCD structure. Fiqurel.12 shows the
range of the permissible values of L and Q. The boundary lines can
be obtained from Egs. (1 -13a) and ( 1-13b). Observe the oxide capacitance
C, appears in the epxression (1 -13a) but the Tower bound for ¢
which is given by Eg. ( 1-13b) does not depend on the oxide thickness.
These characteristics are clearly observed in Fig, 1.12.

The conditions under normal device operations are clear from the
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above discussion., The conditions outside the normal device operations,
that 1is, the accumulation and inversion conditions can be described
more intuitively with the aid of Figl_.13a. and1.13b. WYe now first
consider the condition depicted in Fig._.13a , that is, the accumulation.
Suppose a certain amount of sional charge is present in the p-
diffusion layer and we would like to consider how the cate voltage
influence the band structure, V‘hen a laroe negative voltace is
applied to the nate, the resulting interface electric field becomes
attractive to the signal charce., That is, ES < U and the constraint
given by Eq. (;_13b) and shown in Fig.1.12 will not be satisfied, In
this case, as depicted in Fia.1 13a, an accumulation layer will he
formed at the interface whose thickness is small compared to the
insulator thickness Xn. Consequently, under accumulation the capaci-

tance measured will be essentially that of the insulator C The

0*
mobile charge and fixed charge distributions are illustrated in the
lower fiaure, |

Now suppose we raise the gate voltacge suddenly to a very large
positive value. Then, the constraint defined by Eq. (1-13a)
suddenly becomes not satisfied and all of the signal charae will be
washed away into the substrate suddenly. If the cate voltage is in a
reasonable ranae, some of the sianal charge can be "saved" in the p-
diffusion reaion. As we increase the gate voltaae, the signal charace
will be repelled from the surface, then also from the p-diffusion
‘reqion, partially by the positive surface state charoe st and
the positive image charae at the ocate, resulting in the arowth of a

depletion layer which extends deeper into the p-diffusion layer, A
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_ further increase of the voltage causes the p-layer near the interface
to collect thermally nenerated minority carriers (electrons) forming
an inversion layer. The situation is illustrated in Fig.1.13b. The
time required for this process is called the storage time., For a
aood device, the storage time is of the order of one second. Siﬁce the
storage time is much qreater than the typical operation time of CCD,
the effect of the formation of an inversion layer is not so serious
and indeed in this way we can réfresh the CCD, that is, we can delete

all the sianal charges.

1.6 Device Capacitance

The gate capacitance Cq is the most imporfant parameter whén one
is concerned with the clnck load and the actual speed of the device
operation. In this section we first consider the gate capacitance and
describe how it changes under the condition of inversion. Then the
relevant relations among the gate capacitancezand other capacitance,
such as oxide capacitance and depletion capacitance, are presented in
terms of the physical parameters discussed in the previous sections.

The gate capacitance Cg may be defined as the change of the image
charge on the metal gate with respect to the gate voltace. The
charge on the metal cate is by definftion the image charae of the total
charce at the interface and inside the semiconductor. We now describe
how it change§ under the condition of inversion depicted in Fia, 1.13b

When the device is static, the large positive gate voltage causes,
thermally generated minority carriers to shield effectively the

depletion region from any increase in field so that the capacitance
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becomes_dominated by the inversion layer and approaches that of the
insulator Co‘ However, durina dynamic operations of the device the
positive voltage results in the growth of a depletion layer which
extends deeper into the p-diffusion layer, and the increasing distance
between it and the charge on the metal causes the capacitance to

fall further with increasing gate voltage.

We now approach the problem more quantitatively to obtain the
relevant expressions among the gate, oxide and depletion capacitances
and other physical parameters,

In normal device operations, usihg the relations given by Eqs., (1-8)
it can be shown that the cate capacitance ié proportiona1 to the
change of the surface electfic field with respect to the gate voltace

¢ (or ¢gp ). Specifically, we have

oF

-— S -
Cg'— ES_I 3'¢“S‘—F £ (] 143)

and this can be also rewritten as

.

; (1-14b)
Co

+

(‘Ji--‘
t‘}l-—'

& L
a

where C1 = 551/)(1 is the surface depletion capacitance and
L ! . ;
= diy : A :
C, = egi/(1 + ﬁK)}(Z, is the p-n junction capacitance. _
In principle, it is possible to obtain the change 4¢, of the
minimum potential in terms of the chanaes, A¢.p and AQ, of the surface
flatband voltace and the signal charge., After a diliagent work of

symbol manipulations, one would find
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P (1-15a)

This expression can be easily obtained by considering the differential

capacitor network shown in Fig,1.5c,

The change of the minimum

potential with respect to the surface flatband voltace ¢ ¢ is fairly

constant. As we observe from Fig.1.9

its value is about 0.8, The

influence of the gate voltace upon the minimum potential is attenuated

by the presence of the capacitors, that is, from Eq. (1-15a) we have

(1-15b)

Yith the introduction of the p-n junction capacitance Cz. we can

express the gate capacitance C(J in a neat form as seen by

3¢
s

Cg = C2

(1-15¢)

The change of the minfmum potential upon the charge in the signal

charges can be expressed as

¥ _ 1_+1_] O
3 (T, G vegr

(1-15d)
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le have biven all the important analytic formula for the gate
capacitance and other important physical parameters. And from these
equations above, we can obtain quantitatively how the capacitances
61, C, and Cg depend on the salient physical parameters. The relevant
calculations have been performed and the surface depletioh capacitance
61, the p-n junction capacitance CZ’ and the.gate capacitance Cg are

- plotted in Fig. 1.14a, 1.14b, and 1.14c respectively,

In practice during the operations of CCD, the amount of the sianal
charge Q would not be more than 50% of Q4. Hence as seen in Eq. (1-15b)
the change of the minimum potential upoh the gate voltaace is fairly
constant, and its value is always aroqnd 0.8. This is because of the
small p-n junction and capacitance C2 compared to the oxide and surface
depletion capacitance, C0 and C1. Fiqure L 14c is useful when one
wishes to estimate the load upon the clock-drive. For small sional
level, we note the gate capacitance Cq is always about 100 e/vo1t-u2.
If one drives the clock with 1 MHz with the voltage swing of 20 volts,
the current to be supp]iéd to the gate is 2 x 109 e/sec-p2 . If the

12 e/sec or about

gate dimension is 100 by 100u, the current is 2 x 10
0.32 uA per gate, If one unit cell of the device consists of four
gates, we must supply 1.28 uA per bit. For a thousand bit shift-
register, the current would be 1.28 mA.

It should be noted at this stage that the gate capacitance C(1 Yy
defined above is actually a function of the gate voltage ¢.r and the

signal charge 0. In a specific device operation, one more constraint
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amono the gate voltage ¢sF’ the sinnal-charqe 0 and the minimum poten-
tial om must be specified.

For example, in actual CCD operations, the signal charge Q is to
move relatively slowly with respect to the gate voltage swina and the
gate capacitance corresponds to the value with fixed siagnal charae
while the gate voltage is chanaing, On the other hand, in the case
of surface field-effect transistors with metallurgical p-diffusion
channel, the sianal (channel) charae Q can be supplied or extracted
readily through the source and drain metalluraical contacts, The
charae Q responds quickly to the cate voltage but the channel potential
is fiXed by the source and drain voltages while the ocate voltaae is
changing rapidly.

An analytic expression for the gate capacitance Cq in terms of the
oate potential ¢, and the signal charage Q can be obtained by tedious
symbo]ic manipulations ffom Eq. (1-8). But the result can be expressed
quite compactly by using the two parameters A and B defined by
Egs. (1-11c) and (1-11d). The gate capacitance is found to be as seen

by

Cy = Cq (4gpe0Q) = (1-15€)

9 ol

The oate capacitance is a very useful measure in estimating the clock
load and the operation frequency. But when the dynamic charae transfer
process in CCD is under consideration, the information recardina the

channel potential ¢, and the amount of the siqgnal charge 0 is essential
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in the calculation of charae transfer effiéiency. Speciffca11y we must
know ﬁow the channel potential Om depends on the sianal charoce Q,

In Fig.1.15 we have plotted the aradient of the minimum potential against
the sianal charce. Observe the dependence is quite linear upon the

signal charge. That is, the actual quendence of the minimum potential
upon the sianal charge is quadratic as we have claimed earlier

referring to Figl.10a. The slope of the curves we see in Fig. 315

will be steeper for lighter p-diffusion doping level N,. This point

can be understood clearly from the relation given by Eq. (1-15d) if

one notes lhat the p-n junction capacitance C2 is small compared to the

oxide and surface depletion capacitance. In this case, we find, takina

29 /36 1.0,

32¢m 5 [1 1 ] 3 [1 } ] ( )
o T gl b '8 - = . 1- 16a
Taq IR I [N o | 3q LT, Tyl

Or differentiating Eq. (j -10a) twice with respect to the signal

charce Q, ve obtain in a better approximation.

N
i R, [1+-d—:lf(R) . (1-16b)

where the factor f(R) is taken to be a constant with respect to the
sianal charge 0. The values of f£(R) for O = 0.0 is seen from

Fig. 1.1pand are around 0.7. For ¢ = 0.0, Fig.1.15 shows

99,,/2Q = 0.0. This fact can be explained using Eq. (1-11b), For

bop = 0.0, Q = g at Eg = 0.0 E_ = 0.0 gives X = 0.0. Also 0 =0y
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Fig. 1.15 'The change of the m\nimum.péfentia1 ¢, with respect

to the change in the signal Q is plotted against the signal
level. The fact that the slope is practically constant for
small values of Q/Qq allows us to approximate ¢, by a quadra-

tic function of the signal charge Q as seen in £q. (1-17)
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gives x] + X2 = 0, Hence X2 is also zero. That is, C1 and 02 in
Egs. (1-15d) and (1-15b) must be infinite, resultino in §¢m/aq = 0.0.
0f course, this condition is outside of the normal device operations,
and never realized in practice.

The fact that the slope is fairly constant for low sional level
in Fig. 1.15lsuggests a quadratic approximafion of the minimum
potential with respect to the sianal charge 0. That is, we expand
¢m about 0 = 0.0 as a second order polynomial of 0 as seen by

a¢m

onlogpsQ) m oy (6p,0) + 557 (1-17)

The values of ﬂn(¢sF’0) have been plotted in ?1g. 1_9.. The values of
the coefficients of the second and third terms have been calculated
exactly. And the values of the potential calculated by Eq._(l—T?)
aoree with the exact values by Eq. (1-10) within the errors of 0.1%
for the range of interest. If we had plotted these values on the
Fia. 1,108 the corresponding points fall on the lines, and there is
no way to see the differences in the figure.

When one analyzes the dynamic charge transfér process in CCD, it
is very important to express the minimum potential in the form given
by Eq. ( -17). In the analysis, oﬁe is interested in the signal charge
Q and the minimum potential dme The simpler the relation between these
two quantities ¢, and O is expressed, the better for the charge

transfer analysis in multi-oate structures.

Chapter One



Charge Transfer in Charge Coupled Devices California Institute of Technology
Thesis by Yoshiaki Daimon-Hagihara February 16, 1975

52

1.7 Gaussian Doping Profile

For uniformly doped abrupt p-n junction, the depletion approxima-
tion gives excellent agreements with the exact solution which is solved
numerically usinc Eq. (1-6). For much realistic devices the doping in
the p-diffusion layer is typically introduced by ion-implantation
followed by drive in diffusion. The resulting fixed charge distribution
is a Gaussian doping profile characterized by the two parameters, the
surface charge density NS and the p-n junction depth xg. To apply the
results of the previous sections we first describe the procedure to
obtain the effective p-diffusion density NA and the effective diffusion
depth X4 from N, and Xq. This correlation allows us to estimate the
general dependence of the minimum potential ¢ and the qate capacitance
Cq On other salient physical parameters,

In this case, the fixed charge distribution d{x) can be given

quite accurately by a Gaussian profile as seen by

d(x) - Ny - (Ns + Nd) exp [-a2(§—02} . (1-18a)
g i
and
’ N
o = 1n (1 + N—i) . (1-18b)
d

where Ns is the surface density of the p-diffusion layer and Xg is the
position of the p-n junction of the semicdnductor. The total sheet

charge density Qd in the p-diffusion layer is then aiven by
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X
g ‘
= f dlx)dx >0 . (q-19a)
0 :

This quantity may be thought of as the product of the effective average
doping density NA and the effective depth Xd of the p-diffusion layer.
That is, as before

Qd = NAXd : (1-19b)

If we take the effective depth of the p-diffusion Tayer to be equal to
the p-n junction depth, that is, Xd = Xq, then the relation (7-19b)
determines the value of the effective déping NA' However, the exact
numerical calculation of the electrostatic potential gives a better
agreement to the solution of the depletion approximation if wé choose
the effective depth to be at the reflection point of the Gaussian
doping profile. By differentiating Eq. (1 -18a) twice with respect to
X and setting it.to be zero, we obtain

. _
xd=31 : ; (1-20)

That is, for a Gaussian doping profile, the effective depth is actually
shallower and the position of the minimum potential is closer to the
oxide-semiconductor interface. Consequently, the signal charge will
be transferred‘a1ong the potential valley closer to the interface.

The effective p-diffusion density HA can be obtained by Eq. (;-19b)
if the actual value of Q4 is computed from Eq. (y-19a) for the doping

profile d(x) given by Eq. (1-18a). The result is aiven as seen by
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: 2
Qq = —Nng [T.- fE;g%FLQ~l— erf (ai] . (1-20b)

This quantity Qd is by definition equal to NAxd by Eq. (7-19b). Hence
from Eq. (1-20a) Xd/Xg = 1/a. Hence we have '

! ¢ :
Therefore, we observe Xd/xg’ NA/Nd and Qd/Nng are all functions of
a, hence, N_/Nj only.

In Fig. 1.16a the effective average doping My and the sheet charge
density Qd are plotted against the surface doping Ns' The units are
normalized by the substrate doping Nd for NA and NS, and Ndxg for Qd.
In Fig. 1.16b the effective diffusion layer depth Xd is plotted also
against NS/Nd.

We have now estabished a procedure to correlate the results of
the uniform doping case to that of the Gaussian doping case. And the
general characteristics of the potential profile and charge distribution
can be easily compared for both cases.

In Fig.1 .17 the approximate potential profile is compared with
the exact numerical solution. Observe that in the'p-diffusion layer,
the charge distribution is such that the entire signal charge packet
is a neutral éone. The signal charge packet arranges itself
according to the doping concentration so that the electrostatic
potential is at its minimum value in the entire neutral signal charge

packet.
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Exact solution for Goussian doping profile
Depletion approximation for uniform doping
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: Depth- from Si-SiOp Interface (n)
[ . s .
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2 ﬂ / ;
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Fig. 1.17 The potential profiles ¢ by the depletion
approximation and the exact numerical solution of 1.:he
Gaussian doping profile are compared. xd=1.0u and

: 3
the p-layer doping Np of 20,000e/u™.
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The oxide thickness Xo is taken 0.32 and the gate voltage SsF equal to
-18.0 volt. Since the gate voltage is fixed, the minimum potential
¢m and the signal charge Q are not independent to each other. Demanding
the minimum voltage ¢m to be -28.5 volts, the corresponding signal
charae Q/Qd is 0.400 for uniform doping and 0.428 for Gaussian dopinq;
In principle, it is possible to fix the signal charge Q/Qd to be 0.400
and obtain the corresponding minimum potential ¢, for the uniform doping
(which is -28.5 volt as before) and for the Gaussian theory case
(which will be slightly lower than -28.5 volt) respectively. But the
actual numerical computation for the Gaussian Profile case turns out
easier if the minimum potential O js fixed at the start rather than
Q. This fact can be understood easily if one recalls the form of the
Poisson's equation (; -6b) in the p-channel region, which includes the
minimum potential S in the expression. Then after computing the
potential #(x) as a function of the spatial coordinate X, we obtain
the amount of the signal change from the relation given by
_ Xg Pt B 3%
= -.[ d(x)exp <__ET) dx = Q4 - £g5 5y
0

X

il
o
i}
>

s 1 -20d)
which gives the total signal charge from the minimum potential Pm and
the electrostatic potential prdfi1e d.

We are now in the pbsition to describe the general dependence of
the minimum potential ¢m and the gate capactiance Cq for the case of
the Gaussian doping profile and compare with the approximation made by

the dep1etion'appr0ximation.
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For our case study, the surface doping density NS is taken to be
24,000 e/u3 and the effective p-diffusion layer depth Xq to be 1 . Then,
from Fig. 1.12a or Eq. 1-20c,_the effective b*1ayer density NA is found
to be 20,114 e/u3. The corresponding actual p-n junction depth Xq
for the Gaussian doping profile is fouﬁd from Fig. 1.16b or Eq. (i~20a)
to be 1.82 u. The substrate doping is fixed and taken to be 1000 e/u3.
The dependence of the minimum potential ¢, UpON the géte voltage (¢SF)
for zero signal charge Q = 0.0 is illustrated in Fig. 1.18.ﬁn‘c6mpari—
son with the results of the depletion approximation.

Figure 1.19 shows the dependence of the minimum potential ¢, UpON
the signal charge. The illustration format is similar to Fig. 1.10a
The slope of the minimum potential shown in Fig. 1.79 is plotted in
Fig. 1.20. The gate capacitance Cg for the Gaussian doping case is
also plotted in Fig. 1.21. The solutions of the exact numerical
calculation for the Gaussian profile follows the general characteristics
of the solutions obtained by the depletion approximation with surpris-
ing accuracy. .

There may be several ways to compute the minimum potential and
other salient physical parameters in the exact numerical calculations.
We outline below one possible procedure to obtain the gate capacitance
C and other relevant physical -parameters.

By numerical calculations, we can obtain the electrostatic poten-
tial everywhere inside the semiconductor. The equation to be solved
numerically is given by Eq. (1-6) and identified to be the form of a

nonlinear differential equation seen by

Chapter One



Charge Transfer in Charge Coupled Devices California Institute of Technology
Thesis by Yoshiaki Daimon-Hagihara February 16, 1975

59

| 1 I

—— Exact Gaussian

¢ (volt)

Fig. 1.13 The dependence of the minimum potential upon

the flat band surface potential Osp defined by Eq. (1-7¢)
is illustrated for different oxide thickness X, for

the Gaussian doping profile .
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Fig. 1.19 The dependence of the minimum potential upon

the signal charge is 1llustrated for the case of the

Gaussian doping profile. Observe the similar character-

istics between Fig.

1.10a and this figure.
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Fig. 1.20 The change of the minimum potential with respect to
the change in the signal charge is illustrated for a Gauss-

jan doping profile. Observe for the range of interest, the

slope is fairly constant.
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200}
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| | | /
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———Depletion approximation

Xo = O.12u /
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Fig.
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1.21 The format is similar to Fig. 1l.l4c. The gate
capacitance Cg for the Gaussian doping case is plotted
against the signal charge Q. Observe the similar
characteristics between Fig. 14c and this figure. The

values are computed by Eq. (-14a) numerically.
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2% _
;;E-— f(o,x) for 0 <X <w . (1-20a)

The boundary condition at the Si-SiO2 interface is given by Eq. {1-8b)

and can be written as
¢ = ¢p * TOE% at x =0 . (1-20b)

At x = =, that is, deep in the substrate, the potential is grounded,

hence we have the remaining boundary condition:

¢ = 0.0 at X

[}
+
8

(1-20c)

Solving Eq. (1-20) we obtain the potential ¢(x) as a function of the
spatial coordinate everywhere for 0 < x < «. In order to calculate the
derivatives of the salient physical parameters, we introduce a para-
meter ¢ defined by

) = 20 . (1-21a)
sk

Then, corresponding to Eq. (1:20) by differentiatina them with respect
to ¢sF we obtain an ordinary linear differential equation with respect

to ¢ given as

2
25 = g(x)wlx) for 0 <x <= . (1-21b)
X ;

where the boundary conditions for this corresponding case are given by

Ens
1 + E§l-%%- at X
0

=
il

0.0 s (1-21c)
and

lp — 0.0 at X = o ’ (]-21(‘1)
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where
af (o,
9(x) = —f)iL = g(6(x),x) | . (1-21e)
agp(Xx

Solving Eq. (3-21) we obtain y(x) everywhere for 0 < x < =. Hence from

Eq. (3-14a) we obtain the gate capacitance Cg by the relation

C = -ecs ¥ - . (1-22a)

From the solution #(x) of the Eq. (1-21), we obtain the minimum poten-
tial $m and its location Xm' ‘Then we can identify a¢m/a¢SF to be

the value of ¢ at X = Xm. That is,

8‘d)m X :
Sor (X)) . (1-22b)

Then from Eq. (}-15c) we can compute the p-n junction capacitance C2.
Then from the relation (7-14b) we have the surface depletion capacitance
61, The change of the minimum potentia1'with respect to the signal

charge can be computed from Eq. (]-15d).

1.8 Conclusion

Since buried channel CCD operates in the reverse biased p-n junc-
tion depletion region, which is under thermal nonequilibrium, care must
be taken in specifying the form of the Poisson's equation applicable
for the structure. Unlike the surface CCD, the signal is to be
transferred as a neutral packet away from the semiconddctor-oxide

interface and the concept of quasi-fermi levels has to be specified in
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order to obtain the electrostatic potential and the signal level. By
linear depletion approximation the relations among the minimum potential
and other physical parameters are studied in detail. The procedure for
the Gaussian profile fo obtain the effective p-diffusion dénsity NA

and effective depth Xd from the surface density Ns and the p-n junction
depth Xq.is presented. The agreement between the exact numerical cal-
culation and the analytic approximation presented in this paper has been
shown to be excellent. The actual numerical computation is outlined

and we believe the detailed results presented in this presentation will
serve as a useful reference and guide-work for those people who are
designing the device and studying the transfer mechanism in details.
This work is a stepping stone to the two dimensional analysis of buried
channel CCD structures which beq1ns with the ana1y51s q1ven herein as

basis.
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Final Stage of the Charge-Transfer Process

in Charge-Coupled Devices

YOSHIAKI DAIMON, AMR M. MOHSEN, axp T. C. McGILL, MEMBER, IEEE

Abstract—The final stages of transfer of charge from under a
storage gate is formulated analytically including both fringing-field
induced drift and diffusion. Analytic solutions to these equations are
presented for constant fringing fields, and a system of equations for
spatially varying fields is developed. Approximate solutions for

. gpatially varying fringing fields, when bined with a lumped
parameter model of the self-induced field effects, are shown to give
ar y accurate repre: of the fr harge transfer

process.

Tl

1. INTRODUCTION

ARLY descriptions [1], [2] of the charge transfer in
charge-coupled devices (CCD) assumed that during
the final stage of the charge transfer, the mechanism of
transfer would be diffusion from under the storage gate.
However, subsequent studies of the surface-potential pro-
files under the gates [3] indicated that fringing-field
induced drift could act as an additional charge-transfer
mechanism. In certain designs of CCD. this second mech-
anism can actually act as the dominant mechanism for
transfer and enhance the rate of transfer during the final
. stage of charge transfer [4], [5].
These 2 mechanisms of transfer are characterized by 2
_time constants, the thermal-diffusion time constant, .,
and the single-carrier transit time constant, 7. In the
case when the fringing fields are 0, the final stages of the
diffusion processes are characterized by a profile which is
' & cosine function in shape and which decays exponentially
with a time constant given by

. ALt

™= 2D
where L is the length of the storage clectrode, and D) is the
diffusion constant.

On the other hand, if we neglect diffusion phenomenon,
the charge remaining under the storage gate will be swept
out in a single-carrier transit time

. f" dr
Tz = oy
! o HE(r)

In this paper, we study these results analytically. We

show that it is possible to obtain an analytic solution of

(1)

(2)

Manuszeript received May 29, 1973, This work was supported in
by the Office of Naval ltesearch under Grant NOOO14-67-A-
32 and the Naval Hesearch Laboratories under Grant
00173-3-006252.
Y. Daimon and T. C. McGill are with the California Institute of
Technology, Pasadena, Calif. 91109,
A. M. Mohsen is with Bell Laboratories, Murray Hill, N. J. 07060,

the continuity equation in which the combined effects of
diffusion and a uniform fringing field are included. A set
of equations for spatiallv varying fringing fields are de-
veluped to show that the analytic solution for spatially:
varving ficlds ean also be written in a form analogous to
that for constant fringing fields.

The standard variational method is applied to obtain
an approximate analytic expression for the characteristie
time constants for spatially varving fringing ficlds. Self-
induced drift terms arc included by using an approximate
lumped-circuit model. '

[I. TRANSPORT DYNAMICS

The transport dynamics along the insulator-semicondue-
tor interface are deseribed by the continuity equation

ag

ad
3t + ;J, =0 (3a)
and the diffusion equation
aq (
=-D=+ 2 3
Js Da.:-i uq 3 (3b)

where ¢ is the surface-charge density, ¢, is the surface
potential, and z is the distance along the interface in the
direction of charge transfer. J, is the sheet-current density.

In this paper, we want to consider the solution to (3)
for boundary conditions and approximations appropriate
to the case where the storage gate eontains a small amount,
of charge. This condition will arise in the final stage of
the charge transfer, in the complete charge-transfer mode
[5], or when the CCD is operated in a low-level injection
application, such as low light-level imaging. In these
cases, we can to the first approximation neglect the sclf-
induced field terms. i

When a CCD is operated in the complete charge-
transfer mode, detailed numerieal simulation of the trans-
port dynamics under all the relevant gare electrodes and
intercleetrndes regions show that the charge transfer in
the last stages of the transfer process can be approximately
described by the discharge of the storage gate with an
almost perfect sink at one end [5]. Thercfore, we have
considered the solution of (3) for the discharge of the
storage gate using the boundary conditions

g(t.L) = 0, fort >0 (4a)
J.(40) =0, fort> 0. (4b)

Condition (4a) corresponds to assuming a perfeet sink at
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the right-hand end of the storage gate x = L; (4b) corre-
sponds to assuming that no current flows out of the bucket
under the storage gate through the edge at z = 0.

III. CONSTAXNT FRINGING FIELD
Assuming a constant fringing ficld £ under the storage
gate and neglecting the self-induced field term, the re-
sidual surface-charge profile under the storage gate is
given by solving (3) to obtain

Ly
2kT

e Ye(-2) @

where LT is the thermal voltage and n is 2 summing index.
"The solution is given by a Fourier expansion multiplied by
a common funetion, exp (Er 2kT), with constants C,, r,,
and 1, to be determined as follows. .

(', is determined by the boundary condition at z = 0
and is given by solving the transcendental equation (see

g(tx) = 3 A, exp

Fig. 1)
tan (E C.) + (kj) wCa=0 (6a)
2 LE
where C, is in the rnnge. given by .
M —-1<C, <2, for n=12:--. (6b)

7. is given by substituting (3) into (3) to obtain

1 ,eD _(uE)
™ 4L 4D @

Noting that the exponential term, exp (Ez/2kT) in (5)
can be taken outside of the summation, we then obtain

2 & . —Er
el 7 7 P ”rC,.]j; 4(0.2) """(2:;1")

.sin [g c. (1 = —;-')] dr (8)

where use of the boundary condition (6a) has been made.

Detailed numerieal simulations [4], [5] of charge trans-
fer, including the effects of fringing fields, show that the
profile of charge changes for a single-carrier transit time
and then becomes stationary with an exponential time
decay of the amplitude. This result is easily understood
in light of the solution presented in the previous diseus-
sion. From (7) and (6b), one can sce that 7, is a decreas-
ing function of n. Hence, for reasonably smooth initial
charge distributions which produce finite values of A.
which ecither remain relatively constant or decrease with
increasing n, we expect that eventually the first term in
the series in (H) dominates the series, and g(4,r) can be
approximated by

Ery . [x r [}
qllr) =~ Ayexp (EE?‘) sin [2 C, (] - L)] exp(— f,r)

(9)
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Fig. 1. The graph illustrates huw to obtain C; and C3 defined b
{6a): Note1 < (' < 2und 3 < Cy < 4 for any value of LE/ET.
This is the rondition given by (6b) for numbering the rost Ca
(the intersection) of the straight line with each branch of the
tangent function.

where we have replaced my by r; to indicate that it is the
time constant characterizing the final decay of the charge.
Using (7), we find that

1 »*D | (uE)?
o et el S
™ 7 Y

(10)
Hence, we find for times which are greater than some as
yet to be determined time (sce Scetion 1V), the charge
profile remains constant, and the amplitude decays expo-
nentially with time. The charge profiles at several different
times are shown in Figs. 2 and 3 to illustrate the details of
the charge transfer. \

Determination of the value of r; depends upon the value
of €1 The results of a numerical solution of (6a) for C,,
as a function of the dimensionless parameter KL/kT, are
plotted in Fig. 4. From this plot, we sce that €, ranges
from 1 for EL/kT = 0 to a value of 2 as EL/KT ap-
proaches infinity. { Note the first term in (6a) is negative.)

To compare this final decay eonstant with the 2 charae-
teristic times defined in Section I, we have computed the
value of the ratio of v, to 7u to be

Ts 1
il S 0 e B A 1
ra " Ci+ (LE/=KTY i
and the value of the ratio of r; to 7., to be
2
1 __ALE/x%T (11b)

re  Ci + (LE/xkT)*’
These ratios as a function of LE/kT are plotted in Iig. 5.

IV. STATIONARY PROFILE WITH CONSTANT
FRINGING FIELD
According to the detailed numerical simulation [4], [5]
of charge transfer under the influence of fringing fields,
the charge profile under the storage gate drifts for a
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CHARGE

POSITION

ig. 2. The details of the charge decav at different instances are
Ulustrated for three different values EI/ET of constant fringing-
field strength. The initial churge profile is taken to be uniform.
The total initial charge is 70 percent of the full bucket chirge
. (146 C/u?). Note in all three cases, the relative charge profile

mes stationary within o single-carrier transit time. The-

sition of the Ebeak of the final charge profile is given exactly

y (14). (8) El/KT = 3.35. The total number of profiles shown is
18. The corresponding times are 0.01, 0.02, 0.03, 0.05, 0.07, 0.10,
0.15,0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.5, and 2.0 of a fingle.
carrier transit time, (b) El/KT = 6.74. The total number of
El_uﬁ.lﬁ shown is 16. The corresponding times are similar to

ig. 2(a). The profiles at ¢ = 1.5 and 2.0 are deleted. (¢) ElI/kT =
31.0. The total number of profiles shown is 16, The corresponding
times are the same as Fig. 2(b).

single-carrier transit time and then hecomes stationary.
No matter how strong the fringing ficlds are for reasonable
initial charge distributions, such as uniform or a ecosine
shape, in the final stage of charge transfer, the stationary
profile results eventually because of the thermal-diffusion
mechanism. This is to say that the first term in the infinite
series in (5) becomes the duminant one within an elapsed
time, ¢, of the order of a single-carrier transit time. .

We now return to the question of what is the value of
the lower time limit for the validity of approximation of
keeping only the first term in the series in (3). To gauge
this time, we consider the ratio r of the first two terms
in the scries in (3). Assuming that A, is the same as .,
and.neglecting spatial variation, this ratio is given by

s = exp [r—i (Cst — C'n‘)]

where use of (7) has been made. In terms of the single-
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carrier transit time, this ratio can be written as

' t kT
- — I (cr—-cy .
" “"[f.. T AN )]
Taking as our criterion the fact that the value of the expo-
nent in this expression is greater than one, we find that
(9) is valid for

_ [4EL/r'kT] _ i

o - Cp

The right-hand side of this incquality i= a multiple of the
7w, With the constant multiplying the transit time depend-
ing on the value of the parameter ET kT. The value of
this multiplier can be approximated as follows.

The value of Cy* — C;? varies monotonically between 8
when EL/kT is 0 to 12 when EL/kT approaches infinity.
Thus we can replace the inequality by

EL
> 1 (ﬁ)/ 22,

This inequality shows that for EL/KT between 0 and
about 30 (the values normally encountered in devices),
the approximation is valid for times greater than a single-
carrier transit time. Hence, the results of the numerical
simulations arc. in good agreement with the analvtical
results obtained here, and we can desceribe the final churge
profile by (9). '

The peak position of the charge packet, rp.., after it
becomes stationary under the storage gate, is given by
differentiating (9) with respect to z and setting the result-
ing equation to be 0. Then using the eondition (6a), we

obtain
Tpesk C -

This expression shows the peak-position varies with the
strength of the fringing field. For 0 field, C, is unity. The
surface-charge profile is a cosine function with a maximum
at z = 0, and it decays exponcentially with the time con-
stant equal to the thermal-diffusion time constant.

For large fringing ficlds, the value of C'y approaches 2 as
shown in Fig. 4, but never beeomnes larger than 2. For
extremely large fringing fields, C, = 2 and rpe = L, im-
plying that the peak position approaches the sink edge at
z = L. At times, the exponential decay is observed satisfy-
ing the inequality in (12), and the characteristic decay
time is a factor approximately § of the single-carrier transit
time, as we observe in Fig. 5. Figs. 2 and 3 illustrate the
details of the charge decay as we have discussed so far.

V. SPATIALLY VARYING FRINGING FIELDS

We now note that the constant and spatially varying
fringing ficlds both give similar charge-decay characteris-
tics. This is to say that the analytic solutions of both
spatially varying and constant fringing fields can be writ-
ten in similar forms. Both solutions can be expressed by
infinite serics, and as time clapses, the term with the

(13)

(14)
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ELECTRIC FIELD PROFILE

§

KEY+140.4 _volt/em

FIELD {voit/em)

§

En™ T4 volt/cm

* POSITION

Fig. 3. The details of the charge decay at different stoges. The condition is similar to the results of Fi&. 2 exe_lgﬂ:
the fringing field 1= ,-'Ea.tm[l_\' varying in this ease. An average fringing field computed by (2) is 140 V/em
ll-ninh‘;“[J]T fri‘fl]d is 74 V/em. The total number of profiles shown is 16. The corresponding times are the same as

Fig. 2(b) and (c).

1.9
L T =T T
] 0.5
1.5 -
¢ ]
L 4
.
1 o 0 20 30 40
kT -
5 % % % s :
EL/KT Fig. 5. The final decay time constant, #;, normalized hy the single-

2 e . carrier transit time r,, and by the thermalaliffusion time constant
Fig. 4. Vaulues of €y defined by (6), plotted lg;mst the normalized Tun Plotted against the normalized fringing-ficld strength EL/ET.
fringing-field strength EL/kT.

. : . - (f,r), as scen b
largest time constant 7y beeomes dominant, resulting in k) ¥

the exponential decay characteristics and the constant g f' :
: 2 i ; 2 t,2') dr'. 15
charge profile. In this case, it is convenient to work with tz) = N gitx) an)
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270

Using the definition for @ and the fact that current, flows
only out of one end of the gate (see (4b)), we can write
(3) as ’
’Q

aQ
D;ﬁu

Py (16)

ad
wE(z) 22

t-[of " [aw/deP dz + /2 [ " [B@)/T — dBJishi(a) |/ [ Cyita) da.

where the boundary condition equivalent to (4a) is
given by

aQ(t,

Q(t,x) -0

9z |-

" The boundary condition (4b) is used to derive (16). We
now have instead, a different boundary condition at x = 0,
which follows directly by the definition of @(t,z) given
by (13) and is seen as

Q(t,0) = 0, for all t. (17b)
To eliminate the first derivative from (16), we intro-

duce the following transformation:

g ]
Q%) = exp (EI’I" j: E(2) d:.) R(Lz). (18)

(17a)

Then, (16) becomes
L o
at = Pos " almr T a)® 9
with the new boundary conditions given by .
aR  E(x) ,
= kT R=0, at X = L (20a)
and
R(t0) =0, forallt. (20b)

The solution of (19) together with the boundary condi-

tions is given by an infinite series of the form

R(t,r) = X Buya(z) exp (—t/1a) (21

=1 .

where B, is to be determined by the initial values of

R(0,z). va(z) and 7. are the eigenfunctions and eigen-

values, respectively, of the eigenvalue problem given in
(19) and (20).

The results in the case of constant fringing fields com-
bined with the results of detailed numerieal simulations
suggest strongly that for times which are a few times the
single-carrier transit time, we ean approximate the series
in (21) by the first term and write

fE(x) d:) 71{x) exp (—t/1;)
0
(22)

Qt,z) = By exp (Eicl‘i'
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where again, we have replaced =, by r,.

The largest time constant r; could, in general, be ob-
tained by solving (19) and (20). However, a good estimate
can be obtained from the standard variational procedure
for lowest eigenvalues [8]. According to this procedure,
the exact value of r, is obtained by minimizing

(23)

The solution of (19) with E(z) constant suggests the
trial function for the first eigenfunction
‘I'Clz]
2L §’
This trial function must satisfy the boundary conditions
of (20). That is, the value of () is to be determined by
the strength of the fringing field E(L) at the sink cdge of
the gate (see (20a)). Since the fringing fields at the ends
of storage gates are very large (3], [5], we have

E(L) > kT/L. (25)

Henee, substituting vi(x) of (24) into R of (20n), we
obtain

1(z) = sin (24)

—tan (’7&) = xCy E—E,%L—) <1 (26a)
and hence, _
’ Ci= 2. (26b)
With this value of €, substituting the trial function given
by (24) into (23), we obtain
14, e
L4 Tih 4D -

E., is an equivalent constant fringing ficld for the spatially
varying fringing field £(z) and is given by~

.2t d. . [z

T — - " 1] —
El=7 f. [E’(:) 2%T af] sint [L ]d:. (27b)
Note that, due to the weighting function sin® (zz/L),
the integral vanishes at both ends of the gate; z = 0 and

L. The contribution of the intergrand at the ends of the
storage gate is relatively small, but the fringing fields at

(27a)

‘the positions of high-charge concentration are weighted

heavily in the integral. If the fringing field is slowly vary-
ing and is at its minimum value Eqy, under most of the
storage gate (except at the ends), then we obtain E(r) =~
Eniw and dE/dX = 0. Hence, from (27b), we have
'a % Emin. inally, we obtain an approximate analytic
formula of the time constant for spatially varying fringing
fields, which is
L1 4 W
T T Ta 4D
Care must be taken in applying this formula. This formula

(28)
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was obtained for slowlv varving fringing fields under most
of the storage gate, and other configurations may give
different fringing-field profiles leading to different results,

TFor example. in CCD structures with short stornge-gate
length L, E.; may be a fow times larger than E . Inothas
‘case, (27b) could be used 1o obtain £, if the fringing-
field profile is known. For short storage-gate leugth 1, the
spatial dependence of the fringing fields can be approx-
imated by [3]

Ein) = f——!— for 0K X <TL 2 (2
2X .
B, L . z 3
= :)*(—},-:——::-\7']— Y for L:2<XN < f 120

Substituting (29) into (27h), we obtain £, = LU,
for the same trial function »(2) given by (241, In cither
case, as seen in- (25, we note that the reduction of the
final decay time eonstant by the fringing-ficld strength is
quadratic rather than linear.

If we include the nonlincar =clf-induced field drift, exact
analytic solutions'of 13) become difficult. However, using
a lumped-cireuit model,! the charge-transfer characteristics
can be nbtained by solving the discharge equation [5], [6]

_dQ(L)

Je =
dt

(30a)
where J, is the steady-state discharge current density
assumed constant across the gate. and Q{t,L) is the total
charge under the gate.

The relation between the surface potential ¢, and
surface-charge density g, under the transfer gate, is given
according to the gradual channel approximation [47], [5]

b= bt G (30b)
where ¢,, is the surface potential with no charge. and C is
the effective oxide- and depletion-layer eapacitance per
unit arca. When the fringing fields are negligible compared
to the self-induced field, we have

¢,
ar

(30c)

=~

Al
gig

Then. if the difference in the surface potential between
the beginning and end of the gate is 1, by integrating the
diffusion equation (3b) over space, we obtain [5], [7]

R :
Jo= 5L OV 4+ 2TV] (31a)
where. we note
g(0; = CV. (31b)

Since J: in (3b) is assumed constant for 0 < r < L, we
' According to this model, the storage gate is considered, in this

case, as & capacitor discharged through a transfer channel which is
the same storage gate.

m

&, Y

VOLTS) |

: "°E’
+ FOR EMPTY WELL

L

.\or_

Ey %
(VOLTS 4} o .

o

Fig. 6. The ~mifaee potential und electric field along the Si-Si0y
iwterface obtained from the solution of the two-dimensional
Puissun's equation. The electrode voltages eorrespond to the

er stages of the charge tronsfer,? with a signal charge in the
iving storage gate. The substrate doping i 10" dunors;/ em?.
i’l'h_r fixed =upfnee-state charge 15 3.6 X 10" em?, in this ealeu-
aton,

abtain g(r) for 0 < r < L. Then, by integrating g(r),
we obtain
V4 3kT/2

QULL) = 'i'LCl —-V—I-—ﬁ

. (3te)
Then, the solution of (30a) is of the form

Q(tL)
Q(,L)

- . exp (—t/r;)
14+ Q(O,L) /3CL(L/2kT) (z7/m) (1 — exp (—t/7/)]

(32)

where Q(0,L) is the initial total charge under the storage
gate, and 7, is given by (28).

VI. NUMERICAL RESULTS

The exact fringing-field profile can be obtained by solv-
ing the two-dimensional Poisson equation for the CCD
structure with the applied gate voltages. In Fig. 6, we
have plotted the surface potential and surface-potential
gradicnt along the semiconductor-insulator interface. The
voltages on the gate electrodes (see IFig. 6) are those
corresponding to the last stage of the charge transfer.
Aost of the signal charge was taken to be in the receiving
storage eleetrode.? Periodic boundary conditions were used.
The minimum fringing ficld £.,1s, in this case, is equal to
74 V/em.

To check the accuraey of the approximate solution for
s given by (28), we have solved (3) numerieally for the
fringing-ficld profile given in Fig. 6 [2]. The full-line
curve in Fig. 7 represents the numerically caleulated re-
sidual charge under the storage gute versus transfer time
with the self-induced fields. The dashed-line curve in Fig.
7 is the residual charge ealeulated using (32). The value

t For two-phase push-clock scheme, the sctual receiving gate
voltage is =130 V instend of —49.8 V in Fig. 3, and the difference of
5.2 V corresponds to the amount of the signal present
the receiving gate.
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Total residual charge under the left Si-source gate as a

Fi .
?ulwtmn of time. The effective oxide capacitance is 3.22

F/ut,

and the foll bucket charge is 14.6 C/w?. The solid curve represents
exact numerical solution of (3. and the dashed curve is an ap-

roxlmntmn by (32).
Fnes and r

is for the slope of the two purallel solid
for the ljﬂS{lD(i lines. The final slope (hence, also the

final time constant) does nut depend on the total amount of the

initial charge under the storage gate.

of the final decay time constant r; calculated from (28)
is 22.7 ns compared to 21.2 ns obtained from the numecrical

_solution. .
' VIll. CONCLUSION

Incomplete transfer of free charge in CCD with small

- amounts of charge to be transferred was characterized
analytically, including the effeets of diffusion and fringing

fields. We have found that, independent of the fringing-

field profile, the exponential decay characteristic is solely

due to diffusion. However, the characteristic time con-

stant r, for the decay depends on diffusion and fringing
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fields and is found to be always a fraction of the single-
carrier transit time ry, (sce Fig. 5).

The standard variational procedure was applied to ob-
tain an approximate analytic expression for the charaeter-
istic time constant (See (23)), and the exprossion was
evaluated for spatially varving fringing ticlds (see (26))
which vary relatively slowly over most of the storage gate
length but increase considerably at the edges of the gatea.
Such fringing-field profiles are typical for most minimum
geometry CCD structures (minimum gate dimension of
about 10 u) and substrate doping greater than 104/cm?,
The constant and spatially varving fringing Rclds both
were found to give exponential charge-decay character-
istics. When the magnitude of the ficld becomes greater
than a few times £T'/L, the discharge is considerably en-
hanced by the fringing-field drift.

If the self-induced ficld terms are introduced, then,
using a lumped-circuit model, the free-charge transfer
process is given quite aceurately by the formula given.
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The Influence of Interface States on Incomplete Charge
Transfer in Overlapping Gate Charge-Coupled Devices

AMR M. MOHSEN, T. C. McGILL, YOSHIAKI DAIMON, axp CARVER A. MEAD

Abstract—A simple and accurate model is used to estimate the
i plete charge t fer due to interface states trapping in the
overlapping gate charge-coupled devices. It is concluded that
trapping in the interface states under the edges of the gates parallel
to the active channel limits the performance of the devices at
moderate and low freq ies. The infl of the device param-
eters, dimensions, and clocking waveforms on the signal degradation
is discussed. It is shown that increasing the clock voltages, increas-
ing the signal charge, or using push clocks reduces the incomplete
charge transfer due to interface state trapping.

I. InTRODUCTION

HE incomplete charge transfer due to trapping in
T interface states at the seiniconductor-oxide inter-
face imposes limitations on the performance of
charge-coupled devices at moderate and low frequencies,
where the incomplete free charge transfer is very small
[1]-15]. Several authors [6]-[8] have studied the effects
of interface state trapping. Carnes and Kosonocky (7]
have measured the large signal losses due to the interface
' states trapping in charge-coupled devices. Tompsett [8]
has also caleulated the transfer inefficiency and the re-
duction in the signal-to-noise ratio (SNR) of the output
signal due to interface states for three-phase charge-
coupled devices. :
This paper presents a study of the incomplete charge
transfer due to trapping in interface states in overlapping
gate charge-coupled devices' operated with a background

Manuscript received October 23, 1972. This work was supported
in part by the Office of Naval Research (A. Shostak) and the
Naval Research Laboratory (D. F. Barbe). :

The authors are with the California Institute of Technology,

| Pasadena, Calif. 91109.

L We have considercd the overlapping gate structure as it seems
presently to be the most technically promising CCD structure for
the potential large scale applications of these devices [2], [4].
However, most of the analysis, di ion, and conclusi given
in this paper apply also to the other CCD structures.

charge and its dependence on frequency, device parame-
ters, dimensions, and clocking waveforms, to establish
guiding design rules for the operation of these devices
with optimum performance. Section II describes how
trapping in interface states results in incomplete transfer.
Section IIL presents the theoretical model and the basis
of our approximations. Sections IV-VII derive expres-
sions for the net charge trapped in the interface states
under the storage gates, the transfer gates, and the edges
of the gates. Section VIII calculated the signal degrada-
tion due to trapping in interface states for a two-phase

. overlapping gate charge-coupled device, A discussion of

the results and conclusions is presented in Sections 1X
and X.

I1. IncompLETE CHARGE TRANSFER DUE To TRAPPING
IN INTERFACE STATES

In Fig. 1, one unit cell of an overlapping gate charge-
coupled device using silicon gate technology is shown
[9]. If & voltage is applied to one of the storage elec-
trodes, & potential well is created at the interface where
signal charge can be stored. Some of this charge will be
trapped in interface states. During the first stages of the
transfer of charge to the next storage site, some carriers
will also be trapped in interface states under the transfer
gates. In the latter stages of the transfer process, the
relatively large fringing fields under the transfer gates
sweep out the mobile earriers very rapidly and the inter-
face states then start to emit the captured carriers.
According to the Shockley-Read-Hall rate equations
[10] the emission time constant 7, of the interface states
varies exponentially with their energy level relative to
the band edge. 1f the emission time constant of the inter-
face states in a given energy range'is smaller than the
transfer time, then most of the trapped carriers in these
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states are emitted and can join the main packet. Inter-
face states with an emission time constant equal or
larger than the transfer time will emit only a fraction
of the trapped carriers. Since the storage gate is longer
and has a thinner oxide than the transfer gate, the
fringing fields under it are much smaller than under the
transfer gate. The residual charge under the storage
gate, in the latter stages of the charge transfer process,
decreases exponentially with a time constart that de-
pends on thermal diffusion and the small fringing fields
[1]-[3], [14]. Interface states continue to capture car-
riers from the residual signal charge until the residual
charge becomes so small that emission from the traps
becomes dominant. The nonemitted trapped carriers un-
der the storage gate and the transfer gate are thus lost
from the signal charge and will be emitted in the succeed-
ing packets. If the next signal samples do not contain
any charge, the interface states continue to emit the
captured carriers until a signal sample containing charge
passes. Then the empty interface state fill by capturing
carriers from that signal sample. After its transfer, the
trapped carriers are emitted and so on.

The charge captured by interface states from a large
charge packet passing through the device is larger than .
the charge emitted into that packet, unless it has been
preceded by an equal or larger charge packet. But the
charge captured by interface states from a small charge
packet passing through the device is smaller than the
charge emitted into that packet, unless it has been pre-
ceded by an equal or smaller charge packet. Thus the
interaction of the signal charge with the interface states
results in incomplete transfer of charge from one storage
site to another and imposes limitations on the perform-
ance of the overlapping gates charge-coupled devices.

The signal degradation due to the trapping of carriers
in the interface states can be considerably reduced by
using the fat zero scheme. In this scheme the zero signal
is represented by a small background charge or “fat
zero,” so that charge packets are always flowing across
the device [6]. Hence the interface states under the
storage and transfer electrodes are filled every cycle.
The net charge trapped from a signal charge packet will
then be the difference between the captured charge it
lost at each transfer and the charge emitted into that
packet, by the interface states under the storage and
transfer gates, which was trapped from the preceding
charge packets. Since for a sufficiently large fat zero
‘charge the capture time constant of the interface state

OgY. Y o

is very small (as discussed later), the interface states
will be almost eompletely filled during each cycle and
similar net trapping occurs during every cycle. The in-
complete transfer due to trapping in interface states is
consequently reduced by orders of magnitude.

ITI. MobEL anp APFROXIMATIONS
The interface states at the semiconductor-oxide inter-

‘face are characterized by their density N,(E) and

capture eross section oy (E). The capture and release of
charge from these states is described by the Shockley-
Read-Hall equation [10]. Assuming & p-channel® de-
vice and assuming that the interfnce is always kept.
under depletion to exelude the majority carrier and sup-
press any recombination between the trapped holes and
electrons, the rate equation describing the occupation of
the interface states at any energy E above the valence
band is given by

%f = KN = n.)p — Kin,, exp (~E/KT)  (1a)
K; bl O'AVn/d (lb)
K, = o VII‘NI) (]ﬂ)

where N, is the interface state density (states/cm? - eV),
n,y the density of filled interface (states/cm?® + eV), and

" p the density per unit area of the mobile holes in the

valence band at the interface. oy is the trap capture cross
section for holes and Vy, the average thermal velocity
of the mobile carriers. d is the average thickness of
the inversion layer at the interface, V, the density of
states in the valence band, and KT the electron-volt
equivalent of temperature.

The first term describes the rate of capture of ‘the
mobile carrier and is proportional to the density p of
the available mobile carriers and the density of the
empty traps (N,, — n,). The sccond term deseribes the
rate of emission of the trapped carrier. This term is
proportional to the density of the filled interface states
and deereases exponentially as the trap energy increases,

The total rate of capture of the mobile carrier is then

given by
e dn,,
= [

rate of capture = g (2)

2 The same discussion and analysis given below holds for n-
channel devices. In this case the mahile clectrons interact mostly
with interface statcs mear the conduction band edge,
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where E, is the encrgy gap. The mobile carrier con-

tinuity equation that describes the performance of the

device must be modified to include this capture rate
' [2] (neglecting thermal generation currents) :

a d
3t =R g ®
' where .q is the surface charge density of the mobile
carrier, e the electronic charge, J the sheet current den-
sity, and z the distance along the interface.

Thus, from the rigorous standpoint, the continuity
equation (3) should be solved simultancously with the
nonequilibrium rate equations (1a) and (2) in the re-
gions under the source and receiving storage gates and
transfer gate. While a rigorous treatment is conceptually
possible, the uncertainty in the parameters characterizing
the interface states makes such an elaborate calcula-
tion unwarranted. However, with suitable approxima-
tions one can make calculations that give qualitatively
reliable and quantitatively suggestive estimates of the
incomplete transfer due to interface state trapping.

When charge-coupled devices are operated with the
circulating background charge, interface states having an
emission time constant larger than the cycle time re-
main almost completely filled all the time. These states
" capture carriers every cycle and do not get a chance to
reemit an appreciable fraction of the captured carriers
. during the eycle time. Interface states with an emission
time constant much less than the cycle time will be
emptying and filling every cyecle. These interfacc states
have an energy of a few KT' above the valence band
edge (as shown later). Hence the interface states that
make a substantial contribution to the incomplete trans-
fer will be thosc with a time constant of the order of
the clock cycle period and will lie within -an energy
range of the order of, the thermal voltage. For the low
interface state density obtainable with the present ther-
mally grown oxide [11]-[13] the rate of capture or
emission is quite small compared to the other terms in
(3). Thus, one can obtain an accurate solution by the
following procedure. First, the term in (3) due to trap-
ping is neglected, and the continuity equation is solved
to obtain the free charge transfer characteristics. The
surface charge density profiles g(z, t) are then used with
the rate equations (1) and (2) to caleulate the incom-
plete charge transfer due to trapping in interface states.

The precise values of the interface state density N,,
and capture cross section o, of the interface states;
their distribution in energy over the bandgap; and their
dependence on temperature, normal and tangential sur-
face fields are not well known, and vary strongly with
the type and preparation of the oxide over the active
channel of the device [11]-[13]. For our purposes here,
we will take N,, and o) independent of all the previously
mentioned parameters. However, if the exact energy de-
pendence of N,, and o, in the relevant part of the band-
gap is accurately known, it can be easily incorporated

California Institute of Technology

February 16, 1975

127

in this model. Consistent with the same order of accuracy
of the previous assumptions, we can also use average
values of the mobile carrier concentration and neglect
the effect of their spatial distribution under the clec-
trodes, to further simplify the numerical calculation,

IV. Trap OccupaTiON IN STEADY STATE AND TRANSIENT
In steady state, the trap occupation can be obtained
from (1a) and is given by
T - N'. .
K. -—E/KT)
1 4 Kaop (—E/KT)
( * K.p

T

Ny =

The interface states are in equilibrium with the mobile
carriers. Their occupation is described by the same quasi-
Fermi level as the mobile carriers.
K
E, = KT h >
f Kop (5)
Following a sudden abrupt change in the mobile car-
rier concentration, say p, to p,, the trap occupation
changes to the new steady-siate value corresponding to
the new mobile carrier concentration p; with an cffective
time constant given by

= KT In M=,
P

1
= Kp: + K: oxp (—E/KT)

If the effective time constant of the interface states reg
is smaller than the time constant r measuring the varia-
tion of the mobile carrier density, then the trap occupa-
tion reaches steady state very rapidly and effectively
equilibrates with the varying carrier density. That is, if
T > ror, then i

n:.(f) =N. [l * Eﬁ%{%p%gi{{ﬂ]

Thus, the quasi-Fermi levels of the traps follows the
quasi-Fermi level of the mobile carriers

©)

Torr

m

N,.d
——ta 8
p(?) ®
On the other hand, if + < 7., then the trap occupation
fails to follow the variation of the mobile earrier. If
we let Kyp(t) » K exp (—E/KT), then this ocecurs
when the mobile carrier density falls to a level such that

Kip(t) < 1. ®

For charge transfer from under & gate, we can define
two regimes. First, when K;p(t)r > 1, the mobile charge
is in effective equilibrium with the trapped charge. The
total number of trapped carriers pe, is given by

K, |.
pn(‘) - NII[EI- - KT lnm]

Second, when K,p(f)r < 1, the mobile charge is no longer
in equilibrium with the trapped charge. If we let ¢, be
the time the emission mechanism becomes dominant,

E f) = KT In

(10)
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then for ¢ > £ the trap occupation is given by
Nll

Sl < - Kiop CE/KD
K,p(t)

rexp [—(t — t)K, exp (—E/KT));  (11)
and the interface states start to empty with a time con-
stant that increases exponentially with the trap energy.
The total number of trapped carriers is given by

_ KT
C (= LK pt)d’
t>t,. (12)
So in this case the interface states above E; = KT In
Ka(t — t)) are almost full and those below it are
nearly empty. The last terms in (10) and (12) show
the dependence of the interface state occupation on the
mobile carrier density.

Pu(l) = N[E — KT In Kyt — &)

V. TRAPPING IN INTERFACE STATES UNDER THE
' STORAGE GATES

When a signal charge packet is stored under the stor-
age gate, all the interface states trap carriers and are
filled very rapidly down to a quasi-Fermi level given by
(5). As the charge transfers to the next storage site,
the residual charge decreases. In the complete charge
transfer mode® the transfer of charge at the end of the
charge transfer process (say after a time f;) becomes
limited by thermal diffusion and fringing fields. The
residual charge under the storage gate is then given by

p(t) = p(ts) exp [—(t — t;)/7], t> b, (13)

where the characteristic time c¢onstant r depends on
diffusion and fringing fields [2], [14].

. Since the fringing fields under the storage gate are
relatively small giving a rather large value of r and the
charge p(t;) is relatively large, the inequality

rKp(ts) > 1 (14)

is satisfied at the beginning of this time interval. Hence,
the mobile charge is in equilibrium with the trapped
charge. However, at later times the free carrier density
may fall to such a value that the interface states are
no longer in equilibrium with the free carriers and the
interface states begin to simply emit the charge trapped
in them. This state pretains for times t such that

t>t=t, + v In (K;p(ty)7). (15)

1f the clock frequency fo is such that the charge trans-
fer ends at & time ¢ less than t4, then the interface states
will remain filled down to an energy defined by (8).
When the next charge packet arrives, it fills all the
interface states, and after it transfers the total number

3In the complete charge transfer mode all the charge under the
storage gale is transferred to the following gates: none is delib-
erately retained. (See [2] and [5].)
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of trapped carriers is given by (10) with the proper
value of p(t). So, when the device is operated with a
cireulating background charge, or fat zero, the net charge
trapped from a signal charge packet is maximum when
it is preceded by a fat zero and is given by’

Agu = A, N KT In 8 (16)

pu(t) '
where Ag,. is the net charge trapped per transfer, A, the
area of the storage gate, po(t) and p,(¢) are the residual
charge under the storage gate at the end of the transfer
time t for the fat zero charge and the signal charge,
respectively. When the difference between p,(t) and
Po(t), is relatively small, then

Ag.. = eA, N.KT P.(t) — pu(8)
po(t)
It follows from (13) and (17) , that the net charge
trapped is almost independent of frequency. In addition
all the interface states above an cnergy E; where
K,
B = KT In e o1/270

will always be filled with eaptured holes. If the charge
transfer ends after a time ¢ > ¢, then in the complete
charge transfer the interface states under the original
storage gate continue to emit the trapped charge for one
whole transfer (or (m — 1) transfer times for m trans-
fers/cyele). This released charge is added to the next
packet transferred into this storage bucket. When the
next charge packet comes along, all the interface states
are filled again. After this charge packet transfers, the
interface states start to emit and so on. So when the
device is operated with a circulating background charge,
the net charge trapped from a signal charge packet at
each transfer, for transfer time t > t, + 7, is aleo maxi-
mum when preceded by a fat zero and can be obtained
directly from (12). '

. 1 1 1
Bg. = BANKT 7 DK, [m(:.) i p.(m] an

where po(ts) and p,(t,) are the residual charge under
the storage gate after a time ¢, [as defined in (15)] for
the fat zero charge and the signal charge, respectively,
and R is a fraction given by )

a”

(18)

m—1Dt _m—1 1
mi—1t, m L= fo,’
where m is the number of transfers/bit. 1f ¢, is smaller
than the cyele time, then f,fo < 1 and for m = 2, R =~ §.
If the difference between p,(t;) and py(t,) is relatively
small, then

R =

(20)

T ‘{P-(h) o, Pn(fa)l_
- &) Polts)

Thus, for transfer times t > ty + r. the net charge
trapped/transfer decreases almost direetly with the clock

Agu = JeALN. KT @
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frequency. Also, all the interface states above an energy
E, are filled with captured holes. E; is almost inde-
pendent of the signal charge and is given by

E, = KT In K;(mt — t,). (22)

VI. TrAPPING IN INTERFACE STaTES UNDER THE
TrANSFER GATES

The surface potential and the surface potential gra-
dient under the gates of an overlapping gate charge-
coupled device along the silicon-silicon oxide interiace
are plotted in Fig. 2. These plots arc obtained from a
solution of the two-dimensional Poisson equation for

substrate doping of 8 x 10'*/em?® and 10*/cm® [14]. &—

The electrode voltages correspond to the latter stages of
the charge transfer with a signal eharge in the receiv-
ing storage gate. Since the transfer gate is shorter and
has a thicker oxide than the storage gate, the fringing
fields under it are much larger than under the storage
gate. Typical values of single carriers transit time under
the transfer gate are of the order of a few nanoseconds.

When a signal charge packet transfers from one stor-
age site to the next, interface states under the transfer
gate trap some of the charge during the first stages of
the transfer process. Since fringing ficlds under the trans-
fer gates are relatively large, the mobile carriers are
swept out very rapidly and the emplying of the inter-
face states begins earlier in the transfer process. Thus
for all transfer times ¢ of interest

t> L (23)

The trapped carriers emitted before the transfer ends
will join the main packet. During the latter times of
the eycle, a larger fraction y of the emitted carrier will
drift backwards to join the succeeding packet of charge,
and a smaller fraction (1 — y) will drift forward to
join the original packet of charge, Because of the asym-
metrical surface potential distribution y is greater than
one half. Then in the next cycle, during the transfer
of the next packet of charge, the interface states under
the transfer gate capture some charge, and so on. From
the plots of the average mobile carrier concentration un-
der the transfer gates for a two-phase overlapping gate
CCD in Figs. 3 and 5, it is clear that the interface
states will capture carriers for a time interval at. Dur-
ing that time interval an average carrier concentration
Pav may be defined. The traps fill with an effective time
constant r.e given by

- 1 o1
K.p.. + K, exp (—E/KT) — Kyp.,
The filling probability or the fill factor F of the traps
is given by

(29)

Tatt =

= [1 — exp (—At/rud)]. (25)

For transfer times ¢ > {,,, the interface states empty
according to (11) and the total trapped carriers is given
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Fig. 2. Plots of the surface potential and surface potential gradi-
ent along the silicon-silicon oxide interface obtained from the
solution of the two-dimensional Poisson equation of the struc-
ture in Fig. 1 with minimum geometry dimensions. la = 8 u,
sy = 4, dsy = 1200 A, h‘-u—-3"mr)\ fsy = 0.5 u, and (4 =
05 k. The electrode vultages correspond to the latter stages of
the charge transfer, with a signal charge in the receiving slorage
gate. The substrate doping is 08 x 10'® donors/em? in Fig.
2{(a) and 10** donors/cm? in Fig. 2(b).

by (12). When the device is operated with a circulating
background charge or fat zero, the net charge trapped
from the signal charge in interface states under the transfer
gates is maximum when it is precedcd by a fat zcro and
is given by

= 7811 uNnKT

(]_ e “I!l)
. il SN
(»:f., ‘) ° n(mlfo

N (,‘ﬂlj;f ‘.) :::-n - Kfz';...) '

where R is a fraction given by (20).. p..o, P... are the
average mobile carrier concentration under the transfer
gate during the interval Af for a background charge and
a signal charge, respectively. F,, F, are the filling prob-
ability as defined by (25) for a background charge and a
signal charge, respectively. A,, is the area under the
transfer electrodes and {,,,., f,,,, are the times at which the
emptying of the interface states start for the background
charge and the signal charge.

Two special cases are of interest. First, if the fill factors
F, and F, are less than one and unequal, then the first two

AQu

(k- o)
o)

(26)

F'ln
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terms dominate. Fory = 1and t,,,. & l,., (26) reduces to ~_ In the treatment of trapping and release of charge by
: these interface states, we must, distinguish between the

Ag.. = eA N, KT(F, _ Pl (1 = foteer) . interface states at the gate edges parallel to the channel
(1 — mfqt.,.) from those at the gate edges perpendicular to the chan-
nel,
For fot,, K 1 and m = 2, In the easc of the interface states at the edges per-
Aq, = eA N KT(F, — F,) In 2. 27) pegdicnlar Ao the gtisnnicl, the signal’ charge or the

background charge flows over the interface states during
Second, if the fill factors are equal to one (At/ryf 2> 1), every cyecle. Thus the interface state can capture car-

then (26) reduces to rier from both the signal charge ‘and background charge.
Hence, the filling and emptying of these interface states

Ag,. = eA N KT . is similar to that under the transfer gates.*
The net charge trapped from a signal charge in the
{ 3(ts) R+ R ( 1 _ v._l__)} interface state under the perpendicular edges when the
(¢ — ti) t = ti) \Kipo  Kipaw, device is operated with fat zeros is maximum when it
For fota € 1,m = 2, R = } X is preceded by a fat zero. If the probability of filling
of the interface states by the background charge is less

: tt ity, th
e eA.,N.,K'P{)‘n _— f!-(i-‘“l_.“ i R_l__)} 8 1an unity, then from (27)
Bir’. - SoiPlaws Ag.. = eA N, KTl — Fy) In 2, (30)

where 8(f,) is the difference in the time ¢, at which where 4., is the arca under the perpendicular edges and
the emptying of the interface states start for the signal F, i t.h:: W1 faitor dec il bakgrnd cistes. Soied

charge and the background charge. ; ’ by (25). In the ease F, is almost equal to unity, then
In the first case, the net charge trapped is almost from (28)

frequency independent. While in the second case it in-

creases almost linearly with frequency. = { (__l“ - 1 )}
All the interface states under the transfer gate above Ags = eALNLKT\o 3(t) + 1o Kipio  Kipawssee

an energy E, are filled with captured holes. E, is almost J (31)
independent of the signal charge but depends on the In the case of the interfuce states parallel to the edges
clock frequency and is given by we must distinguish between two clocking schemes, the
) drop clock and the push clock. With drop clocks the
E, = KTl K:(l_ & t.) ~ KT In K, (209) signal charge is stored below a gate at a holding volt-
fo fo age Vi which is a fraction of the largest clock voltage

V\w that the MOS structure can tolerate; charge transfer
occurs when V., is then applied to the adjacent gates, and
the charge flows to the potential minimum thus created.
Trapping in the interface states under the edges of the  With push clocks the charge is stored under a gate
storage and transfer gates also add to the incomplete held at V,, and transferred to a nearby gate, also at
charge transfer [8]. Since the precise area covered by V., by raising the potential of the gate where the charge
the charge being transferred at the interface depends has been residing and thus “pushing” the charge to the
upon the surface potential profiles under the gates which  next gate. Charge-coupled devices can be operated with
in turn depends on the surface charge density, the num-  two-phase, three-phase, or four-phase clocking schemes
ber of interface states at the edges that come in contact by push clocks, drop clocks, or & combination of push
with the charge is dependent upon the amount of sur- and drop clocks [2], [5], [15].
face charge. The surface potential profile for a given So with drop clocks, the charge transfer is effected by
surface charge density and sequence of potentials applied ereating decper potential wells under the next gates; and
to the gate electrodes is obtained by solving the two the background charge does not flow over the edges of
dimensional Poisson equation for the CCD structure..So-  the gates parallel to the channel. Thus the interface states
lutions [2], (9], [14] to this equation along and per- under the parallel edges capture carriers from the signal
pendieular to the active channel show that fringing fields  charge but do not trap any carriers from the background
penetrate under the edges of the gates for a distance of charge; and the parallel edges are residual areas of the
approximately a depletion layer thickness. The onset of 8
these fringing fields define the sr{aﬁal extent of the mobile < Hote: Tl i Oy i sl i akiinal Clakge siiGaiie idis
charge. For fixed voltages applied to the gates, the de-  the storage clectrode for one whole transfor time, the probability

- i X » 3 iringi of filling the interface states by the zignal charge F, 1s cqual to
pletion layer thickness and the penctration of iringing A0l A discaseatl Ih SO VT wo thny Kb o i et ool

fields increase with decreasing surface charge. Hence a2 mobile clmrpie density Illn"jir 1i holrd;ir'a p..d..,.l and pus and ‘lh:
i time interval Al for which the hackground charge is in contae!
small surface charge is confined to a smaller arca at the ity et bR Gl G i L o

interface than a larger charge. charge density profile of the signal charge under the clectrodes.

VII. TraPPING IN THE INTERFACE STATES UNDER THE
Epces oF THE GATES
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active channel that the background change cannot reach.
For example, after a signal charge is transferred from
under the storage gate, the interface states under the par-
allel edges of this gate continue to emit the trapped ear-
riers until the next signal charge passes, then the interface
states fill again. The net charge trapped from the signal
charge in the interface states under the parallel edges of
the storage and transfer gates increases with increasing
the number of fat zeros preceding it. This is unlike the net
trapped charge in interface states under the storage gates,
transfer gates, and the perpendicular edges that is almost
independent of the number of fat zeros preceding the
|- signal charge.

, The net charge trapped in the interface states under
the parallel edges increases logarithmically with the clock
frequency (similar to the charge trapped when no fat
zeros are used) [7]. For digital signals, the net trapped
charge per transfer in the interface states under the par-
allel edges from the first “one bit"” preceded by Naers
| “gero bits” can be easily obtained from (12).

AQ-I - CKT(N"A.;" + NIIF;AGPIJ

o )/ -]

where A,,; and A,,; are the area of the edges parallel to
the channel under the storage and transfer gates respec-
tively. ., is the time at which the emptying of the inter-
face states under the parallel edges start. For foley < 1
Land.m = 2 (32) reduces to B

Aq'cl L GKT(N"A-HH + NnF.lA :"I) ll']. (2"1": '+‘ I)- (33)

In this case, all the interface states under the parallel
edges above an energy E,, where for nye 3 1

E,=KThh K!((nslru + 1) "1: - th!); (34)
are filled with the captured holes.

But with push clocks, the trapping effects under the
parallel edges are reduced. The charge transfer charac-
teristics and the charge profiles under the gates for the
signal charge and the fat zero charge tend to be more
similar with push clocks, [2], [5], [15]; hence the inter-
action of the traps with the mobile ecarriers of both
charges is almost the same, For example, with the two-
phase push clock, the charge transfer does not start until
the surface potential under the storage gate is larger than
that under the next transfer gate for both the fat zero
charge and the signal charge. Hence the fat zero charge
covers almost the same area covered by the signal charge
at the interface under the storage gates before the charge
transfer begins. Thus with push clocks, the behavior of
most of the parallel edge area of the storage gates is
similar to the behavior of the perpendicular edges and
hence is described by (30) and (31). So the effective area
of the parallel edges under the gates that interact with
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Fig. 3. Average carrier concentration under the transfer gates
versus transfer time for the fal zero and signal charge. A two-
phase ‘drop clock with zero fall and rise time is used. V', =
-5V, V;=-7V.

the mobile carriers according to (32) and (33) is much
smaller with push clocks than with drop clocks.

VIII. NumericaL RESULTs

When the device is operated with a circulating back-

- ground charge the total net charge trapped from a large

charge packet in interface states at each transfer is ob-
tained by summing the dificrent contributions obtained
above:

Ag = Agu + Ag., + Agus + Aga. (35)

The same net charge Ag is emitted to the background
charge by the interface states when! it is preceded by a
large signal charge. The influence of this incomplete
charge transfer due to trapping in interface states on the
signal degradation is best described by the signal degra-
dation factor ¢, defined by Berglund [16]:

en =02 et o+ Gy oy,
s ™ Go

where g, is the signal charge and g4 is the background
charge, so g, = eAup, and go = edPo. t, r, €0y, €y AL
the signal degradation factors due to trapping in inter-
face states under the storage gate, transfer gate, and the
perpendicular and parallel edges of the gates, respee-
tively. p, and p, are the mobile carrier densities for the

signal charge and the background charge, respectively.
We have evaluated the relative magnitudes of the sig-
nal degradation factors for an overlapping gate charge-
coupled device with dimensions consistent with typical
layout tolerances of silicon gate technology. The storage
polysilicon gates are 14 u long and 8 u apart, The chan-
nel width is 8 . The results in Figs. 3-6 are taken from
a detailed numerical solution of the transport dynamics
in p-channel devices with a substrate doping of 0.8 X

(36)
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10*3/cm? and minimum geometry dimensions operated in
the complete charge transfer modes [2]. In Figs. 3 and 4
the average mobile carrier concentration under the stor-
age and transfer gates is plotted versus time when a two-
phase drop clock is used. The same plots for a two-phase
push clock are shown in Figs. 5 and 6.

In Table I we have listed the values of the quantities
used to evaluate the signal degradation from the previous
equations. An average value of N,, and ¢. was taken in
agreement with the published values in the literature [11]-
[13]). With a substrate doping of 0.8 X 10'*/em® and for
the minimum geometry dimensions, fringing fields under
the storage electrodes are negligible [1], [2], [14]. Hencee the
time constant of the exponential decrease of the residual
carricr under the storage gate is the thermal diffusion
time constant r, = lg;’/2.5D. The time intervals At (which
are the times the carriers spend under the transfer gates
and the perpendicular edges) are taken from Figs. 3 and 5.

AVERAGE CARRIER CONCENTRATION UNDER
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Fig. 8. Average carrier concentration under the storage gates
versus transfer time for the fat zero and signal charge. A two-
phsas‘? push clock is used. 7 = 13 ns, Va = —15V, and V, =

Zero fall and rise time for the two-phase drop clock and
zero fall time and 13-ns rise time for the two-phase push
clock were used in the numerical simulation of the charge
transfer characteristics shown in Figs. 3-6. For larger rise
and fall times, the values of Af are larger. The fill factors
F, and F, are then calculated using an average carrier
density under the transfer gates during the time intervals
At from Figs. 3 and 5. They are almost unity for the drop
and push clocks. Hence 28 and 31 should be used to esti-
mate Aq,, and Agq,,. The value of n,,,, in (33) was taken as
unity to give the minimum value of e,,. The ratio of the
area of the edges to the storage gate arca depends on the
width of the channel W, the lengths of the storage and
transfer gates, and the substrate doping concentration.
The values of A.../A,., Auu/4d.., and A, /4., are
taken from surface potential plots of the solutions of the
two-dimensional Poisson equation of the device similar to
those in Fig. 2. With push clocks, the effective area of
the parallel edges under the storage gates that interacts
with the mobile carriers according to (32) and (33) was
taken as one-tenth of the total parallel edge area under the
storage gates. Actually a smaller value is expected because
of the neutralization cffect mentioned previously during
the pushing of the charge.

In Table IT we have listed the values of e,,, e, €., €,
and ¢ for the drop and push two-phase cloek at a frequency
of 1 Mec for the minimum geometry device. In our cal-
culations, we chose a suitable background charge to
represent a fat zero ep, and a large charge to represent
the signal charge ep, as would be used, for example, to
represent the zero and the one bit in a digital scrial
memory. In Figs. 7 and 8 we have plotted the signal
degradation factor due to incomplete free charge transfer
and due to trapping in interface state versus frequency.
Several conclusions become apparent for this particular
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TABLEI
Values of Psrum;tera and Constants Used in the Calculation

Neo = 2 X 10"/ecm®- eV Vi = 10" em/s fy ~ 150 ns

e = 1071 cm? : d=254 o ~ 500 ns

Ky = 1/25 emY/s Cy = 2.86 X 10-* F/cm? r = 117ns

Ky = 100 g1 pta) = 4.5 X 10*/cm? Au/As = 0.58
: AfAL = 0156
- Static Clock

tue 2 358

Pe = 1.79 X 10%/cm? o 175 X 10 Foul=—¢Mum]
Pars = 0.5 X 10 /em? 8(t) = B ns Foml =gt ai
Pave = 0.27 X 101/cm? Afy, £2 35 ns A + Aurg =1

At Tns ‘ A Wi g 10
) Dynamic Push Clock 4 )
Po = 0.8 X 10%/cm? Pav odes = 2.45 X 101/em? Alyye 2 40 ns
e = 4.6 X 104/cm? '“‘;:(', ;"“" = 175 X 10 fos 2 45 ns
4
Pare = 0.6 X 10"/cm? 8(t)) = 1.5ns Fo=1—em )

Pave = 0.4 X 104 /cm?

A sead + Anﬂi-ﬂaum s

at

Fam]l—¢M=1
Alg 2x 13 ns

L
Wty 200

device. Trapping effects due to the interface states under
the storage gate are larger than those under the transfer
gate and under the perpendicular edges of the storage
gate.® Trapping in interface states under the parallel
edges of the gates is dominant at low frequencies. Also
the incomplete charge transfer due to trapping in interface
states when the device is operated with push clock is
much less than when it is operated with drop clock. At
low elock frequencies the signal degradation due to
trapping interface states is larger than that due to in-
complete free charge transfer. But at high frequency,
the device performance is limited by the free charge
.transfer process.

It should be emphasized that the results shown in Figs.
7 and 8 are for a minimum geometry overlapping gate
charge-coupled devices under a specific set of operation
conditions. The specific values of the signal degradation
due to trapping in interface states depend on the device
geometry and the operating conditions. So care should
be taken in extrapolating the specific values of the signal

8 This is actually due to the following reasons. First, for a suf-
ficiently large background charge,; the mobile carriers during the
first stages of the charge transfer process effectively equilibrate
with the interface states under the transfer gates and the perpen-
dicular edges. Second the area under the transfer gates and the
perpendicular edges in the overlapping gate structure is usually
smaller than the ares under the storage gates. Third, because of
the larger fringing fields under the transfer gates and the per-
pendicular edges, the maobile carriers are swept out very rapidly
and the emptying of the interface state begin earlier in the trans-
-fer process. But under the storage gate the residual charge de-
creases with a relatively large time constant. The interface states
under it conlinue to capture carriers from the residual charge and
the quasi-Fermi level follows the quasi-Fermi level of the residual
charge. When the residual charge becomes small enough, emission
from the traps becomes dominant. This result in a change of the
elope of the signal degradation due to trapping in interface states
gn e&- sthe storage gates versus clock frequency as shown in Figs.

and 8.

degradation factors in Figs. 7 and 8 to other CCD struc-
tures with other dimensions under other operating con-
ditions. The equations derived in the previous sections
should be used with the device and model parameters
appropriate to each case.

1X. Discussion

The analysis and results given in the previous sections
reveal some important and general features of the incom-
plete charge transier due to trapping in interface states
in charge-coupled devices. In this section we discuss some
of these important features, such as the relative contri-
bution to the signal degradation of the interface states
under the storage and transier gates and their edges; the
influence of clocking waveforms and voltages, device di-
mensions, and parameters on the incomnplete charge trans-
fer due to trapping in interface states, and design fea-
tures of CCD structures to reduce it.

When charge-coupled devices are operated with fat
zeros, trapping in interface states under the edges of the
gates parallel to the channel is the dominant effect at low
frequencies. The parallel edges are the areas parallel to
the channel at the interface under the storage and trans-
fer gates that are covered by the signal charge and are
not covered by the background charge. The interface
states under the parallel edges capture charge from the
signal charge only. The resulting signal degradation is
almost frequency independent, varies inversely with the
channel width, and depends on the information content
of the signal. At low frequency the signal degradation
due to trapping in the interface states under the storage
gates, the transfer gates, and the perpendicular edges is
relatively smaller, These interface states capture charge
from both the signal charge and the background charge.
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Fig. 7. Signal degradation factors versus clock frequency for the
minimum geometry device operated with a two-phase drop clock.

Hence the background charge is effective in reducing the
effect of trapping in these interface states on the incom-
plete charge transfer. For a sufficiently large background
charge the effective time constant of the interface states
is typieally a fraction of a nanosecond. With the finite
rise and fall times obtained with the practical clock driv-
ers, and for the minimum geometry CCD devices we
have considered, these interface states can equilibrate
with both the signal charge and background charge. This
leads to a small signal degradation that is directly pro-
portional to frequency.

From the equations derived in Sections V-VII, and
[2], (5], [15], we may conclude that increasing the clock
voltage amplitude and the signal charge reduces the
incomplete transfer duc to trapping in interface states
and the incomplete free charge transfer. Clocking wave-

forms that tend to reduce the incomplete free charge:

transfer by making the charge transfer for large and small
charge similar will also reduce the incomplete charge
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Fig. 8. Signal degradation factors versus clock frequency for the
minimum geometry device operated with a two-phase push clock.

transfer due to trapping in interface states because the
effective parallel edge area is reduced and the charges
under the storage and transfer gates, and the time at
which emptying of the interface states begins tend to be’
less dependent on the initial charge. For example, when
the deviee is operated with a two-phase push clock, the
incomplete charge transfer due to the interface state is
reduced by over an order of magnitude over that when it
is operated with a drop clock. If the device is operated
in the complete charge transfer mode the other details
of the clocking waveforms such as its rise time and wave-
shape affect mainly the time interval At the charge spends
under the transfer gate and the time f, at which the
interface states starts to empty. For example, if the rise
time increases, Al and ¢, increase and the signal degrada-
tion ¢,, due to the interface states under the storage gates

-increases slightly. The signal degradation due to interface

states under the transfer gates and the perpendicular
edges ¢,, and ¢,, also increase very slightly if At/r, > 1,
but decrease if the fill factor F, and F, are less than unity.

Certain design features of CCD structures may reduce
the incomplete charge transfer due to the interface states.
A wide active channel increases the signal charge relative
to the nct charge trapped in the parallel edges and hence
reduces the signal degradation factor at low frequencies.®
Thinner oxide over the active channel increases the oxide
capacity and the signal charge density. Thus, the net
charge trapped under the storage gates, transfer gates,

¢ Increasing the active channel width increases also the SNR
and dvnamic range of the CCD. The noise introduced to the sig-
nal charge in the storage process through the leakage and thermal
generation current is proportional to the square root of the gates’
area. The noize introduced during the transfer process through
the fluctuations of the carricrs trapped in the interface states and
through suppressed transfer loss fluctuations is also proportional
to the square root of the gates' srem 117), [18]. But the signal
charge is direetly proportional to the gate aren. Hence the
dvnamic range and 8N K can be incrensed by increasing the active
channel width of the deviee without degrading its high-frequency

performance.

Chapter Three



California Institute of Technology

Charge Transfer in Charge Coupled Devices
February 16, 1975

Thesis by Yoshiaki Daimon-Hagihara

87

MOHSEN ef al.: INFLUENCE OF INTERFACE STATES

and the perpendicular edges decreases, and the area of
the edges is reduced. A higher substrate doping reduces
the edges’ area, but also reduces the fringing fields under
the storage gates and hence decreases the rate of free
charge transfer. A structure with a high substrate doping
(or channel stop diffusion) and a low doping under the
active channel reduces the parallel edge area and in-
creases the fringing fields at the same time. The large
fringing fields reduce the incomplete free charge transfer
at high frequency. The net charge trapped under the
transfer and storage gates is also reduced as the interface
states start to empty earlier in the transfer process. The
perpendicular edge area is increased in this structure, but
since in the overlapping gate CCD the effect of the per-
pendicular edges is relatively small, the overall effect of
interface states on incomplete transfer is reduced at low
frequencies. Such a structure can be easily achieved with
ion implantation or otherwise. Reduction of the signal
degradation due to trapping in interface states also can
be achieved by decreasing the interface state density N,,,
for example, by using the (100) instead of the (111) suh-
strate, Moving the charge pockets in potential wells in the
bulk rather than at the interface as in buried channel

' CCD [19] eliminates the incomplete charge transfer and
fluctuation noise due to trapping of the signal charge in the
interface states. Since trapping in the defect states of the
buried channel is expected to be much smaller than inter-
face state trapping, the signal degradation in buried chan-
nel charge-coupled devices is much smaller than in sur-
face channel CCD.

The signal degradation duc to trapping in interface
states limits the perfermance of CCD deviees at low fre-
quency, but at high frequency the signal degradation due
to incomplete free charge transfer is dominant. Accord-
ing to the simple model we have considered, the eapture
cross section o, and the interface state density N,, were
taken constant for simplicity. Actually the variation of
N, and o, with energy will change the frequency de-
pendence of the signal degradation due to trapping in in-
terface states from that plotted in Figs. 7 and 8. How-
ever, the frequency dependence of the signal degradation
factor due to the interface states will still be weaker than
that due to incomplete free charge transfer. The latter
changes very rapidly with frequency, for example, in Fig.
8 it changes by more than four orders of magnitude over
only one decade of frequency. )

So far, we have assumed that the background charge
and the signal charge are sufficiently large so that the in-
terface states under the transfer gates and the perpendicu-
lar edges can effectively equilibrate with the mobile car-
riers. However, if the background charge, or the capture
cross section ey, or the time interval at the carriers spend
under the transfer gates and the perpendicular edges is
too small, then these interface states cannot equilibrate
with the mobile carriers in transit. The fill factors F, and
Fo arc thus less than unity, and the first two terms in
(26) dominate at sufficiently low frequency. In this case

the contribution to the signal degradation from the inter-
face states under the perpendiculer edges and the trans-
fer gates tends to a constant value at low frequency given
by (27) and (30). This contribution is due to the differ-
ence in the filling probabilities of the interface states for
the background charge and the signal charge The con-
tribution to the signal degradation from the interface
states under the parallel edges and the storage gates in-
crease also by decreasing the background charge. How-
ever, the trapping in the interface states under the paral-
lel edges still remains the dominant effect especially from
minimum geometry devices.

If the storage and transfer gate lengths are reduced, the
time interval Af that the charge spends under the transfer
gate decreases and the relative area of the perpendicular
edges increases. Also the time ¢, at which the emptying
of the interface states starts decrcases. Thus e,, slightly
decreases but e,, increases, ¢, decrcases very slightly in
the case At/r.y >> 1, but increases considerably if the
filling probabilities F, and F, are less than unity. The
signal degradation due to the parallel edges ¢,,, which is

- the dominant effect, also decreases very slightly.

The interface states under the storage gates, the trans-
fer gates, and the perpendicular edges can capture carriers
every cycle from the signal charge and the fat zero
charge. Hence the interface states with energy levels
above E, [given by (18), (22), (29), and (34)] do not
get a chance to reemit the captured carriers and are filled
all the thne. The interface states with energy between the
valence band edge and the energy E, will be emptying
and filling every cycle.” For example, for digital signals,
the net trapped charge from the first “one bit” in the in-
terface states under the storage and transfer gates and
the perpendicular edges is almost independent of the
number of preceding “zero bits.” But the net trapped
charge from the first one bit in the interface states under
the parallel edges increases logarithmically with the
number of preceding zero bits. If a two-phase device is
operated with no fat zeros, then the net trapped charge
per transfer from the first one bit preceded by nge, zero
bits can be easily obtained from (12).

Aq = e, KTN,, In (5--—;*-15% - z) / (2—}; s...)

o

+ eAKTN..P, n (ﬂ-——j'l-'-!—"g - :‘.,) / (_7;: - :..,)

-/ w)

and for L., < 1/2fo and fu, < 1/2fo
Aq - eKTNu(A-u + AllFl-+ An) In (znulo -+ 1)- (37)

+ eAKTN,, In (e 212
o

T Thus the incomplete charge transfer due to trapping in inter-
fnce atates under the storage and transfer gates and the perpen-
dicular edges is due to the variable mean occupation of the state
with energy close to E,. Therefore the values of N,., and ou at
the energy E, should be used to cstimate the trupping effects in
these states.
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MOHSEN el al.: INFLUENCE OF INTERFACE STATES

where E.(z) is the exponential integral of order ¢ defined
by
E. = f i E.’ff.(___r.”) dv ( A4)

and

Pir = NLKT[E(K(t — 1) exp (—

137

where ¢, is the time the emission of carriers hecomes
dominant and the refilling of the traps becomes negligi-
ble. It is given by

Kp(t)r = 1. (A1)

Similarly integrating (A10), we get

E./KT)) — E\[Ka(t = 4)]

— E\(Ki(t — t,) exp (—E,/KT) + K,(t — tap(t)) + E(Ki(t — f.)_“f‘ K\(t — top(t)).

¢ = 7K, exp (—E/KT). (A5)
If K;p(t) > 1, then the asymptotic expansion of E.(z)
can be used:
z + ¢
Fort > t3 + [1/K,p(ts)], (A3) reduces to

E() = (A6)

N., £ N..
K, exp (—E/KT) 1+ K, exp (—E/KT)
Kp(t) Kp(ts)

nu(t) o

14

-exp [~ K,p(ta)r(1 — exp (—(¢ — t)/7) = Ka (i — ts) exp (—E/KT)).

Two special cases are of interest. First, if Kip(¢3)r > 1,
then the second term is negligible for ¢ > ¢3 + r, and
(A7) reduces to .

n.(f) = (AB)

K, exE I —E/KT)
! : Kp(1) .
Thus the interface states have a small effective time con-
stant re and can equilibrate very rapidly with the mo-
bile carrier. Assuming a constant interface state density
N, slates/em’™-eV and a constant capture cross section
op em?, the total density of trapped carriers p,. is given

by
¥ M
Por = f (t) dE

[exp (E,/KT) + KI:;U)]

K, ]
[‘ * Kn®
If 1/K: < [1/K:p(t)] < 1/K; exp(E,/KT), then

= N,KT In

K
o = N..(E,— T | 2 )
4 KT I g o
Seeond, if Kyp(t)r <1, (A?) reduces to

(A9)

Ras K exE (—P./KT)
Kp(t)

vexp |—K,(t — &)] exp (—E/KT) t> &, (AlQ)

If 1/Ky <t — ¢ty < 1/K; exp {E,/KT) and t — t, >
[1/K,p(t,)], then we may use the asymptotic expansion
of the exponential integral for small and large arguments

to get

{t — fa)Klp(tiJ]
(A12)

= N.,[E — KT In K,(t — ) —

(A7)

(111 'E. H. Nicollisn and A. Goetzberger.
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Chapter 4

TWO DIMENSIONAL ELECTROSTATIC ANALYSIS bF
BURIED CHANNEL CHARGE COUPLED DEVICES

4.1 Introduction

Although one dimensional electrostatic ca1cu1at10ns;give a fairly
good understanding of the device characteristics, it is $ot enough* to
describe the complete electrostatic characteristics of tﬁe device‘ .
structure. The reason is as following: In the case of surface CCD's
the minimum potential is directly controlled by the gate voltage
through the thin silicon dioxide, and the resulting fringing field is
relatively small. However, in the buried chénne] cch thé minimum
potential is in the buried layer deep in the bulk and thé influence of
the gate voltage upon the minimum potential is smoothed 6ut more
effectively, by the neighboring electrodes resulting in high fringing
fields along the direction of the charge transfer. This fact makes it
nqcessary to consider variation of the potential not on1y normal to
the insulator semiconductor interface but also along the d1rect1on of
charge transfer. Thus, the two dimensional e]ectrostat1é analysis of
buried channel CCD becomes essential to the understandin& and estima-
tion of the usefulness of this device. l

In this chapter, a detailed two dimensional electrostatic analysis
of buried channel CCD is presented. In the next section}the fesults

of the electrostatic analysis of the basic one dimensional MOS struc-

ture for buried channel CCD are reviewed and symmarized in order to

»
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establish a basis to the two dimensional electrostatic analysis. The
simplest standard two dimensional electrostatic analysis is first
described in Section 4.3 for a surface field effect transistor with
p-type, epitaxially grown, metalluragical channel. Thisltransistor
structure is simple but complex enought to have many of [the character-
istics that are found in buried channel CCD. The gradual channel
approximation for the transistor is first presented and compared with
the exact two dimensional numerical calculation. Furthermore the
analysis is extended to the case in which there is no mo§i1e charge in
the channel, that is, in the completely depleted channe]L And it is
shown that the correction in the channel potential to the gradual
channel approximation is proportional to the curvature of the potential
with a fairly good accuracy. In Section 4.4, the'result,of the two
dimensional numerical calculation of the minimum potentié1 profile in
buried channel CCD are presented and it is shown in Section 4.5 that
the speculation given in Section 4.3 about the relation petween'the
minimum potential and its curvature is also valid in the more compli-
cated structure of buried channel CCD. This physical interpretation
leads to a simple capacitance model which is also discus;ed in

Section 4.5. This simple electrostatic model replaces the two
dimensional nonlinear Poisson equation by a linear second order differ-
ential equation with a single spatial coordinate. In Segtion 4.6, the
complete dynamic charge transfer model compatible with actual
numerical calculations is established with this simple capacitance

model. The consequence of this dynamic charge transfer model remains to
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be studied in the next chapter.

4.2 Basic One Dimensional MOS Structure

In this section we first present the channel potent%a] O and the
gate capacitance Cg in terms of the signal charge Q and the gate vol-
tage dF Furthermore, for a Gaussian doping profile we describe the
procedure to obtain the effective p-diffusion density NA;and the
effective diffusion depth Xd from the surface charge density NS and the
p-n junction depth xg.

The expressions appearing in this section are eSsenfiaI in develop-
ing the later sections and are frequently quoted. To maﬁe this chapter
as independent as possible from the other chapters, the review and
summary of the one dimensional analysis are given here.

The salient physical parameters which appear in the basic one
dimensional MOS structure consists of four fixed parameters that can be
controlled in the fabrication of device, and three more variables,
among which there is only one constraint during the device operations.
The four fixed parameters are the oxide thickness X , the p-diffusion
depth xd, the p-diffusion doping concentration NA’ and the substrate
doping Nd. The other three parameters are the equivalent gate voltage
dgF> the signal charge Q and the channel potential L The associated
constraint among the three variables can be written as an expression
of the potential - in terms of the gate voltage and the signal charge
Q.

This expression establishes a procedure for calculating the

minimum potential om if the gate voltage voltage osF and the signal
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charge Q are pre-specified. The procedure is outlined below.
First calculate the three parameters ¢,, ¢4 and R dqfined by the

following three equations

ACSi
¢, = 3 (4-1a)
b o 2 |
0
o, C C |
_¢=—°(1-%*)[2+C—°(1-%—)] . (4-1b)
¢ 4 d d d .
and
Ny ¢, - @
R=——-‘ﬂl¢t+¢ st . (4-1c)
2Ny *d Tt

where Qd - Ndxd and Cd = aSi/Xd. €5 is the silicon dielectric con-
stant (648 e/volt-u). C, is the oxide capacitance.

Then the channel potential ¢ can be expressed as
N4 ‘
by = - (1 YA, f(R) [d:d # ¢5F] s (41d)
where f(R) is a slowly varying function of R and defined by

FR) = =B . (4-1e)
1+ R+ V1l +2R

From these equations given above, it is also possible to express the
signal charge Q in terms of the gate voltage and the minimum potential

e The result is presented below for future use:
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C -% 2 (b - o
AT R, W i _d) (-sF KA _
Qd (1 ¥ CO) J ¢q V(EO + ¢p ) ‘ s (4-2a)

where ¢p and ¢q are defined by

NpX2
hWiE o s (4-2p)
and NA f
¢q = (1 + W;j") ¢p (4-2¢)

The gate capacitance Cg can be written in general as a series com-

bination of the oxide capacitance Co’ the surface dep]etioﬁ capacitance

C1 and the metallurgical junction capacitance 02 as seen b§
Lodogl gl (
=t o=t 4-3a)
CE co C1 C2
If we define the two parameters A and B as seen by
N N, C
d Q_ d °d
A=(1+2) (1 -3) +5 = . (4-3b)
NA Qd N CO
and
N ¢
B=(1+) [(1 - PP+ fi} ., (4-3c)
A d q .
Then the gate capacitance Cg can be calculated from A and B by the
expression given below:
N,C
6~ dd (4-3d)
2
NA A= - B

Observe that the parameter ¢q is of the order of 324 volts but the range

of the gate voltage b is of the order of 20 volts. Hencé, the parameter
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B does not change much during the gate voltage swing. Hence the gate
capacitance Cg is fairly constant with respect to gate voltage.

We are now in a position to describe the procedure to obtain the
effective p-diffusion density NA and the effective diffu;ion depth Xd
from the surface density NS and the p-n junction depth X&.

| The total sheet charge density Qd in the p—diffusidﬁ layer is
then given as before by Qd = NAXd' This quantity is equal to the
spatial integration of the charge density from the Si-Sid2 interface
to the p-n junction depth Xq. The charge density is described by the
Gaussian charge distribution function d(x) given by |
2 X \2 |
d(x) = Ny - (NS + Nd) exp [- o Aq-) ] , (4-4a)

g
where

2 Ns
o“ 2 n (1+5) : | (4-4b)
d _

We choose the effective depth Xd to be at the reflection point of the
Gaussian doping profile and obtain the expression as seen by

X
X, = 9 . (4-4c)

d J—‘—N—'
ml + ==
n(1 + Nd)

Since the total sheet charge density Qd is given by

X
2 .
Qd = J‘g d(x)dx = Nng [1 - ﬁiﬁy%iéle—erf(aﬂ- p (4-4d)

0

where erf is the error function, we then obtain the effective p-

diffusion density NA from the relation given by
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_ Q4 5 1 /F'exp(uz) erf(a)
NA = 5'(';— Nd = > : (4-4e)

20, :

4.3 Surfacé Field Effect Transistor with Metallurgical ¢hanne1

The structure of a surface field effect transistor with p-type,
epitaxial grown, metallurgical channel is depicted in Fig. 4.1a. We
analyze this simple structure first in order to understaﬁd the basic
underlying principles applicable also in the more comp]iéated buried
channel charge coupled device structure shown in Fig. 4.1b. Specifically
we consider first the current-voltage characteristics, the turn-off
voltage, the saturation aurrent, the transconductance and the
response time of the transistor. These characteristics ;re essential
in defining the functional capabilities of the transistoﬁ and in return
give a good guide line in design and estimation of the usefulness of
the more complicated structure of buried channel CCD. Furthermore, the
channel potential at the onset of saturation is analyzed:jn gradual
channel approximation and compared with the exact numericg1 solutions.
This analysis is extended to the case of the completely dép]eted
channel, that is, no mobile charge in the channel. This study leads to
a very interesting result about the channel potential profile. The
channel potential seems to decay exponentially, as we go farther from
the source to drain, to the final value of the drain saturation
voltage. This speculation leads:to the simple capacitance model to be
discussed in the subsequent sections.

Returning to Fig. 4.la, we begin the analysis with the qualitative

description of the surface field effect transistor. In the following

calculations, we consider only that portion of the channel which can be
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\\‘-E ," p__Si \\ hp;f-,’l
n-Si
*
(b)
¢1S ¢‘IA c;‘!)28 ¢2A ¢13
p-Si
n-Si

Fig. 4.la The structure of a surface field effect transistor
with a metalurgical channel. The channel is p-type,
epitaxially grown.

Fig. 4.1b One unit cell of overlapping gate buried channel CCD.
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modulated by the application of the gate voltage. In reality, there
are series resistances present, both near the source and;near the
drain, which impose an IR drop between the source and drain contacts
and the channel. |

In normal operations, the source and drain vo1taqesawill be biased
negative with respect to the substrate to maintain the p;n junction
reverse biased. If the drain voltage ¢b is furfher biaséd negative
with respect to the source voltage dg, the mobile signal charges
(holes in this p-channel device) will flow from source to drain through
the p-type region enclosed between the two depletion regions. The p-
diffusion layer doping NA is normally made 20 ~ 30 times larger than
the substrate doping Nd. And the corresponding p-n junction depletion
layer will not modulate the channel width significantly. However, the
gate voltage will influence the channel width signifiﬁanf]y through the
surface electric field. The actual channel width XCH can be calculated
from Eq. (4-2a), knowing that the signal charge 0 is simply given by
the product NAXCH' In the relation (4-2a).we note the values of ¢q is
much larger than ¢p. The last term in RHS of Eq. (4-2a) presents the
modulation of the channel by the surface electric field which in turn
controlled by the effective gate voltage dep- On the other hand, the
p-n junction depletion width will be influenced by the channe] potential
¢ But because of the large value of ¢q’ the middle term in Eq. (4-2a)
is very small and the corresponding p-n junction depletion layer does
not have a significant effect'upon the total channel widﬁh XCH'

The most important characteristics of any type of tnansistor is
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the current-voltage relationship, and we now formulate our analysis to
this goal. The calculations of the turn-off voltage, th; saturation
current and the transconductance are the natural extensién of this
following analysis.

The resistance dR of the elemental section dy of the channel is

given accordina to gradual channel approximation by

dR

- dy |
"1 Up Q(d’ma(i’SFj ’ (4'56‘)

where Z desianates the width of the p-diffusion layer. (Recall the
depth of the p-diffusion layer is denoted by Id ). The hole mobility
Mo in the bulk silicon is taken to be 480 cmzlvolt‘sec in the later
calculation. The amount of the mobile signal charge ) depends on
the gate voltage dsF and the local channel potential L which is also
a function of the spatial coordinate y, taken alonag the direction of the
charae transfer. The source and drain ends are defined to be located
at y = 0 and y = L respectively.

The voltage drop across the elemental section of the channel is
then given by

-1, dy
Y iR »  (4-5b)

d Z ugQlop,ogg0

where Icl is the drain current which we would like to calculate in terms
of the gate, source, and drain voltages. The intearation of

Eq. (4-5b) with the epxression Q(¢y, ¢.) substituted from Eq. (4-22)
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yields the drain current I, 6 as seen by

d

Id(¢SF’¢S’¢d) = GO [F(¢5F’¢S) - F(¢SF'¢d)] l" (4-5(:)

where F(¢SF,¢) is defined by '

3/2 ; 2 3/2

G C - |

} d 2 (-9) 2 dY, ®sF¢ ||

Flogpse) = (‘ * E;)¢ R A l(ﬁ;) e |, (asa)
q |

and GO is the cinduction of the p-type diffusion layer, d%écountinq the
presence of the two depletion regions altoaether, and given by
ZupQg/L-

The channel conductance g'in the linear reaion can be calculated
by expanding the drain current at the source and takina (bd - ¢5) very
small. That is, in the linear region, the drain current will be given

as

Qogpso)

o ) (4'59)
1d(¢SF’¢'S’¢d) = GO '_'"T'_’ = (¢S = ¢'d) I

and the corresponding channel conductance q is given by taking the qgate

voltage ¢5F constant and as seen by

31 Qo esd.)
Alicaibe) = S S G ——al S | (4-5¢)
k sF’"s B(¢ __¢) 0 Qd |
= d = constant

$
sF
We note that Q(¢5F,¢S) is qgiven by Eq. (4-2a), replacing the channel

potential ¢m by the source veltage ¢S. The channel potential g is the
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linear region is independent of the relative voltage dif%erence (¢d~¢s)
between_the source and drain, but depends on the source és and the gate
voltage L (Of course, in the range of validity of 1iqear expansion,
b = 435)-

We are now in the position to extend the above ana]jsis to obtain
the expressions for the turn-off voltage, the saturationlcurrent and
the transconductance. These physical parameters are important not
only in characterizing the surface field effect transistor but also in
understanding the qualitative aspects of dynamic charage transfer
process in buried channel CCD's

For a fixed source voltage dg» 25 We increase the gate voltace
¢sps the channel conductance decreases because the surface depletion
width increases as seen in the last term in RHS of Eq. (4;2a}. At a
certain gate voltage, the conductance vanishes a1together5 This turn-
off voltage can be calculated from the condition g = 0.0 or

Qogpsdg) = 0.0 of Eq. (4-2a) to be the value ¢gp = Vo with Vy given by

R ( 284 ¢ )
Vp = og * 0p (1' -37') 1% T 'jﬁ; { (4-6a)
In the linear reaion (¢q ~ ¢g) with the fixed source voltage ¢, the

condition of the zero channel width Xqy is given by the gate voltage ¢

to the turn-off voltace Vy as seen above.

On the other hand, for a fixed cate voltage ¢g, the drain satura-

tion voltage ¢4..¢ (or the pinch-off voltage) is defined to be the
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value of the drain voltage at the zero channel width, XCH = 0.0, at the
drain terminal, This implies that the relation between the gate
voltage and the drain saturation voltage ¢4 sat CAN be written exactly

in the form given by Eq. (4-6a) and we obtain

%4 sat 2Cq  [7% sat |
%sF T %4 sat T %p 1-V 4 o C, 3 tq - (4-6b)

We must solve Eq. (4-6b) to obtain the drain saturation voltage %4 sat

in terms of the fixed gate voltace og- But this has been done. And
the result is simply given by Eq. (4-1d) with the zero sfqna] charqe
0 = 0.0, Substitution of the so-obtained drain saturation voltace
¢4 sat into the current-voitaqe relationship Eq. (4-5c¢) ines the
magnitude of the drain saturation current, Id SHE® |

Another important property of the transistor is the transconduc-
tance defined as the chanae of drain current at a given drain voltaae
upon a change in gate voltage. This quantity is neqative for p-channel
devices because the channel resistance increases as we increase the
gate voltage resulting the decrease in the drain voltaae., The maanitude

of the transconductance can be calculated from (4-5¢c) to be

2 2 ¢
. Jc_d . [¢sF _‘/C_d PsFTts
"o Co ® C )

p 0 P

aID
a¢sF
¢d=const

I ~

(4-6¢)
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The transconductance in the linear region can be obtained by expan-~
ding the bracketed terms in Eq. (4-6c) above. Converse]}. the transcon-
ductance in the saturation region can be calculated hy iﬁserting
¢q = ¢4 sat into Ea. (4-6¢c). This yields, applying the relation (4-6b),
the same expression (4-5f). This shows that the transco&ductance in
the saturation region is exactly equal to the.channe1 conductance in
the linear reaion,

| One more aspect of the transistor characterization remains to be
studied. This is the response time of the transistor. When the aate
voltace ¢sF changes by an amount Adp s the channel width‘XCH will be
modulated because there is also the corresponding change in charae
contained within the depletion regions surrounding the channel. This
additional charae in the depletion reaion is equal to thé amount of
the induced charge AQg on the cate, The response time of the system
can then be defined as that time in which the chande in the drain
current makes up the_chanqe in the total charge on the gate, that is,
tAID = AQg. Thus it fo11ows\that this response time is aiven by

Mg Step -

£ Bogp Al Ca/ % . (4-7a)

where g_ is the transconductance given by Eq. (4-6c) andQCG is the total
gate capacitance we must integrate Cg(¢sF=Q) over the area of the gate.

That is,

0

= 4 4-7b
Colbgpsbysds) = zjcg<¢sF,o)dy (410}
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The use of the relation (4-5b) and regardina the siéna]c harge Q to
be a function of the local channel potential ¢, S agiven by Eq. (4-2a)
results in a simple procedure to calculate the total gaté capacitance

Cq in terms of the aate, source and drain voltages.

2 fs
AR ' s
CG = TdE‘ f Q(¢’:¢SF) Cq(¢SF’Q} d¢ ;' (4-7C)
*q

The instantaneous current on the cate (or the clock ﬂoad) is simply

given by

J= CG a3t . (4-7d)

We have now come to the stace of the most important discussion in
this section. This is about the channel potential at the onset of
saturation. The validity of the gradual channel approximation fails
in'this transit condition. And we have tb rely on the exact two
dimensional numericél calculation. |

Figure 4,2a illustrates the conditions that prevail under the onset
of saturation. The values of the salient parameters in this calculation
are Np = 20,000 e/us, Ng = 1,000 e/u3, Xg=Tu s X = 0.12p s ¢ = -20.0
volt, ¢.p = -18.0 volt, and L = 12y. The drain voltage g is_computed
by Eq. (4-1d) with Q = 0.0 (the condition of the drain saturation
voltace) and is found to be -32.8 volt. The solid curve fn Fia. 4.2b
represents the channel potential along the direction of the charge

transfer computed by the gradual channel approximation. The validity
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Fig. 4.2a The 1dea1 condition at the onset of saturat1on is
1llustrated.¢d-¢dsat=-32.8 volt and ¢sf-A0vo]t.

Fig. 4.2b The channel potentials computed by the gradual
channel approximation and the numerical computation

are compared. The gate length L is 12u. ¢op=-13 volt.
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of this approximation is confirmed by the actual two dimensiona] numer-
ical calculation shown as a dashed curve in Fig. 4.2b.

This calculation is done under the condition of steddy state and
the channel potential depends strongly upon the charge pﬂofi1e. If
there is.no mobile charge at the onset of saturation, tha& is, when the
source voltage is raised from b4 at to the present value of -20 volt
very suddenly, there is still some time to go for the syskem to reach
the steady state illustrated in Fig. 4.2a. The channel will be opened
from the source to the drain gradually. And the corresponding channel
potential charges as illustrated qualitatively in Fig. 4,3, The
validity of the gradual channel approximation fails in this transit
condition. And we have to rely on the exact two dimensioéaT numerical
calculation for the channel potential. Moreover, to obtain the exact
transit curves 1, 2, 3 and 4 depicted in Fig. 4.3, we must couple the
two dimensional continuity equation to the Poisson's eauation. We have
not done this. MWe simply showed the qualitative channel boundary and
potential profile in the transft conditions. However the actual channel
potential at t = 0.0 can be computed by the two dimensional Poisson's
equation abové. And the curve shown in Fiq, 4.3a is the result of the
exact numerical calculation. The channel potential seems to decqy
exponentially, as we ao further from the source to drain, to the final
value of the drain saturation voltage ¥d sat* This speculation was
verified when the curvature 32¢/ey2 is plotted against the difference

(6 = ¢4 ca¢) @s shown in Fig. 4.3c. Indeed the channel potential
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Fig. 4.3a The boundary of the channel at the transition period
when the drain voltage changes suddenly from ¢ to P4 o
sa
Fig. 4.3b  The channel potential

at transit times. The profiles
at t = 0 and t = «» are calculated exactly.
Fig. 4.3c  The curvature of the channel potential.
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follows the simple relation aiven by

e i LA YR I (4-8)

with A = 0,67 . The deviation (¢ - ¢4 sat) from the gradual channel
approximation is proportional to the curvature of the potential with a
fairly good accuracy. This characteristic can also be onerved in the
more complicated structure of Fig. 4.1b. The physical interpretation

of Eq. (4-8a) leads to the simple capacitance model to be discussed iﬁ the
later section.

This concludes the review of the basic underlying principles of

the field effect transistor with the metalluraical p-type channel,
With this amount of knowledge, it is now a straiocht forward procedure to
extend the above analysis to the electrostatic problem of two

dimensional Buried Channel Charge Coupled Devices.

4,4 Minimum Potential Profile in Buried Channel Charge Céup1ed Devices

In this section we will describe the general characteristics of
the channel potential profile and the resulting fringing field in buried
channel charae coupled devices, The detail of the solution of the two
dimensional Pofsson equation is further studied and the results are
compared with the relations implied in one dimensional depletion approx-
imation. In order to clarify the computational procedure, the nature
of two dimensional Poisson's equation for the buried channel charge
coupled devices is also discussed. The interpretation of the detailed

results presented in this section remains to be studied in the next
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section.

One of the major factors causing the buried channe]idevice to
differ from the surface channé] device, can be illustrated by the rela-
tionship of the gate oxide capacitance to the depth of tée potential
well proddced by that gate. fGiven two identical agate electrodes at
ihe same potential, in a surface channel device the gatelwith the larger
oxide capacitance will produce the deeper well at the interface. In a
buried channel device, the gate with the smaller oxide caﬁacitance
will produce the deeper well in the depleted channel. Hence the
aluminum and silicon gate should be used as storage and transfer aates,
respectively in buried channel charge coupled devices. In the
structure illustrated in Fig. 4.1b, the oxide thickness is 0,12y under
polysilicon electrodes and 0,32y under the aluminum electrodes.

For two-phase operation the one dimensional analysis shows that
the values of 0.0 volt for the source gates and -18.0 volt for the
receiving gates should give the optimum minimum potential profile along
the direction of the siagnal charge transport. Two dimensional Poisson's
equation corresponding to the structure shown in Fig, (4.1b) is solved
numerically for zero signal charge, The result is shown in Fig. 4.4,
The minimum frinaing fields are found to be 824 volt/cm under the silicon
transfer gate and 1796 volt/cm under the aluminum gate, These values
are one order of magnitude bigger than the surface CCD fringing fields
strenath.

Under these physical conditions present, it is of interest to con-

sider how the mobile signal charge profile would affect the overall
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Fig. 4.4 The minimum potential and the potentialigradient
along the direction of charge transfer. Np=20,000e/ 3,

Nd=1000 e/u3 » and X,;=1.0x . The shaded region is the
potential 1ift due to the signal charge in the well.
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view of the minimum potential profile. As the sianal chérge is beinag
transferred into the storage well under the aluminum draﬁn aate, the
signal charae should raise the minimum potential from the zero-siagnal
level (-39.9 volts). But as seen in'Fig. 4.4, the minimdm potential
under the aluminum drain gate should not be raised higher than the
level («31.6 volt) of the minimum poténtial under the silhcon transfer
gate., This condition Timits the maximum sional capacity @own to.30%
of Qy = Ny Xgy» 1.€., 6000 e/u’.  If the gate dimension is 100u by
12u, then the maximum sional charce that can be processedzis 7.2
million electron charges. |

However, for three or four phase clocking sthemes. the maximum
signal charge processing capacity will be quite possibly llaraer.

In Fig. 4.5, we have plotted the frinaing field profiles under
the aluminum source gate and silicon transfer gate in an expanding
scale,

_ The above result is the most important one in the two dimensional
electrostatic analysis of buried channel CCD's, and need to be studied
in order to obtain the important correlations between the one dimensional
and two dimensional analysis. Specifically, we expect the solution of
one dimensional depletion approximation to give fairly good agreements
with the solution of the two dimensional Poisson's equation in the most
of the area except at the interelectrode reqions. In Fig; 4,6, we have

plotted the following three quantities which represent errors involved

in the linear depletion approximation
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Fig. 4.5 The fringing field profile in an exponential scale

under the source aluminum electrode and the silicon

transfer electrode.
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o 2
3 315 - d ;
€ = ¢sF = ¢S = Co = " dx'dx L (4-9a)
o Yo
X |
N X 2
ATl 3¢ .
g€n = E - —=—— = dx 4 (4-9b)
2 s Si J. g;f
0
c£?2 "5 |
o Sis_ . 3¢ =
e ™ o = e + ZNA = 5 dé . (4-9c¢)
oy
*m

In one dimensional structure these three quantities €1s €2 and €4 are
theoretically all zero. This error estimate indicates th;t our
results are in good agreement in all but the small interelectrode.
reqgions,

To complete our discussion we have plotted in Fig. 4.7 the surface

electric field Es perpendicular to the interface and the depth x, of the

1

surface field induced space charge region., Note x, denotes the position

1
of the minimum potential from the interface. The surface potential ¢5
and the minimum potential ¢, are compared in Fig. 4,8,

It is véry important at this stage to describe the nature of the
two dimensional Poisson equation appropriate for the structure of buried
channel CCD's, The detailed results presented above can be reproduced

with the aid of the discussions given below,

Poisson's equation for two dimensional buried channel charge coupled
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Fig. 4.7 The surface electric field E¢ normal to the interface and
the depth Xl of the surface field induced depletdion region
are plotted along the direction of charge transfer. Note
that X, is the distance of the minimum potential ¢ from

the oxide-semiconductor interface.
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Fig. 4.8 The surface potential ¢S, and the minimum potential ¢

are compared. The corresponding potential gradients are

also shown in the lower figures.
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devices has a similar form to that of one dimensional form in which the
quasi-fermi level ¢ of electrons is approximated to be a‘constant
throughout in the semiconductor whose value is equal to the fermi level
of deep in the substrate. The presence of signal charge stermines the
form of the quasi-fermi level ¢p of holes in the p-d1ffusfon region.
But in the n-type Si-substrates, its value can be approxipated by the
fermi level bc- In the operation of buried channél charge coupled

‘devices, the quasi-fermi level of holes in the p-diffusion reaion

%
can be assumed to be a function of the y-coordinate only, which is
defined parallel to the direction of charge transfer. From Boltzmann
statistics (which is a good approximation for Fermi-Dirac statistics
for energies at least several kT away from quasi-fermi levels), we have

the concentration of holes in the form as seen by

o - (¢ + )
exp [ p T 2 ] b (4-10a)

p=ny

where n, is the intrinstic electron or hole density and ¢ is determined

by the definition of the reference potential deep in the éubstrate to be

Nd J Nd |
¢0 = kT In _Z—H—-— + ] (‘é‘;‘—.-) . . (4-]0b)

Note nys ¢, and ¢p are all constant along the depth of the semiconductor,

that is, alona x-axis.
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Hence we observe that the condition of no x-coordinate dependence of the

quasi-fermi level ¢  of holes is equivalent to no signal charce motion

p .
along x-coordinate (perpendicular to semiconductor surface)

d D 3x = MP x 0

X . (4-10(:)

|
This assumption is essential in the description of the dynamic sianal
charge transfer which will be discussed later in this thesis. The

Poisson's equation in the p-diffusion reaion is aiven by

QE% + iiit 0 G p(¢’¢9)] X (4-10d)
dC dy? €si

where ¢p is assumed to be a function of y-coordinate on1}. In the n-

type Si substrate, the Poisson's equation is given by

o, d% . . [d(x) - Nyexp(s/KT)] s
o dy’ £ s '

After solving the Poisson's equation, we obtain the potential ¢(x,y)
everywhere, And if we obtain the position X (y) of the minimum potential
alona the direction of charge transfer, We can write the mobile signal
charae density p(x,y) as

- ¢

d) |
p(x,y) = -d(X,) exp () . (a-10f)
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i
where the quantity ¢h is related to the quasi-fermi level of holes in

the p-diffusion reaion by

d(x_)
m
-¢O-kT'In l"

¢ =

o = i . (4-100)

i

When the doping d(x) is considered uniform and given by (LNA) in the p-
diffusion layer, Eq. (4-100) becomes

(NAMd\ (4-10h)
bq = b, - KT In "2 L

And the mobile signal charge is written as
¢ = ¢ |
p(x,y) = Ny exp ‘HET‘" . (4-101)

¢q'is the minimum potentié] for this case alono the direction of the
signal charge transfer. ¢q = op(y). |

The condition of zero signal charge everywhere correiponds to the
case in which the quasi-fermi level % for hoies is such that the
quantity (¢q-¢)/kT in Eq. (4-10g) is a very large neqativg value
everywhere, In this case, in p-diffusion layer, we can wéite the

Poisson's equation as ‘

&, d® _ . dx) . (4-10§)
dxl  dy? €53

We assume that the doping profile d(x) does not vary a1onq the
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|
direction of charge transfer (y-axis). |

i

4.5 Capacitor Network Model for Buried Channel Charce Coupled Devices

In the previous sections we have shown that the exact numerical
calculation of the two dimension Poisson's equation results in the
channel potential which differs from the one dimensional graduate
approximation by an amount which is proportional to the sécond spatial
derivative of the exact channel potential (Ref. Eq. (4-8)). Numerically
we have found the decay length A to be 0.67yu for the particular values
of the physical parameters, We now give a'simple physicai system which
may explain this result better. The following is the der%vation of
the simple capacitance network model for buried channel CCD's,

For two dimensional BCCD structure, we consider the éifferential
capacitor network shown in Fig. 4,9b, which is obtained bJ inter-
connecting the one dimensional series capacitance structure shown in
Fig. 4.9a by another capacitance C, Note that Cos C] andiC2 are in
capacitance per unit area while C has a dimension of capacitance. And
physically we expect the value of the capacitance C to be of the order
of egjXd. From Fig. 4.9b the differential sianal charge per unit

lenagth is aiven by ' 5

20,dy =(a¢mj-a¢sj) Cdy + a¢mj C,dy +(a¢m_-3¢m ) C/dy +(3¢m.—a¢m )C/dy

J i-1 J Jj*1
(4-11a)

Note an has a dimension of charge per unit area. The differential,

a¢m, of the minimum potential is related to the differential aate
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voltage 3de by

(3¢sj'3¢r;j) Cody + (S¢Sj—3¢mj) Cidy =0 . (4-11b)

Hence the differential surface potential is given by

C'O 8¢Gj + C1 3¢m
We. =TT
j o 1

] I (4-11c)

Substitution of Eq. (4-11¢) into Eq. (4-11a) results in a differential
equation for the differential minimum potential 3,
a¢m - 30,

2
i B e . 4-11d
c 2 l:Mm] ac::m ( )

Qq 5
where (3¢ /30)_ and 3¢, are the solutions when we take one dimensional
m 0 mo 1

case depicted in Fio. 4.9a. Finally by adding constants, we obtain

2 ¢ ¢
d ¢ m-m
*n 0 (8-12)

C = L]
dy2 (a¢m]aQ)O

This simple equation implies that the.minimum potential profile 4 is
linearly dependent upon its second deriyative wherever a¢h0 and
(a¢m/aq)o are constant. In two dimensional BCCD structure, these two
quantities are indeed constant except at the interelectrode reqions
where the effective oxide thickness and gate voltage are changina
abruptly. But these interelectrode reaions are extremely narrow and

their field effects on the overall minimum potential proff!e is quite
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negligible. Hence we can approximate ¢ and (a¢m/aq)0 by step functions
O |
whose values are to be obtained by solvina the linear MOS capacitance

by standard depletion approximation.

The linkage capacitance C is an adjustable parameter in this
model which depends only on the geometrical device paraméters and its
value must be computed from the solution of two dimensioﬁal Poisson's
equation to give the best fit in Eq. (4-12). The solution of Eq. (4-
12) is compared with the exact numerical solution in Fig; 4,10 for no
signal charge present in the channel. In Fia. 4.11 we p#esent the
phase diagram of the minimum potential which stronaly confirms the
validity of this linkage model for BCCD structure, Notice that the
second derivative, 32¢m/ay2, is indeed a piecewise linear function of
the minimum potential b, as implied by Eq. (4-12)

However as seen in Fig. (4-12) the surface potential 4 is not
quite piecewise linear. This linear dependence of the thentia1 upon
its derivative is a valid assumption only for the minimuﬁ potential.

This capacitance model is successfully applied in actual dynamic
charge transfer calculation in buried channel CCD's. |

In the actual charge transfer description, the minimum frinaing
field is the most important parameter to be considered. |In Fig. 4.13,
we show how the values of the linkage capacitance C influence the
estimated minimum potential calculated by Eq. (4-12).

When the sianal charge is present in the channel and| given as a
function of y-coordinate, we can still compute the minimum potential

o and its signal-charge derivative (a¢m/aﬁ)o by the linear depletion
(o]
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Minimum Potential (volt)

Potential Gradient (volt/u)

&
]

Fig. 4.10 The potential profile (dashed curve) obtained by

the capacitance model (Eq. 4-6) is compared with the
The value of the linkage capacitance
X

numerical solution.

C that gives the best fit is found to be 7.5 eg;Ky-
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Fig. 4.11 The minimum potential % plotted against the second
derivative 32¢ m/a_y. Note that the second derivative is
jndeed a piecewise linear function of the minimum

potential ¢p.
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Fig.4.12 The surface potential plotted against its second
derivative. The curve is not quite linear as was

for the minimum potential in Fig.4.1l.

Chapter Four



February 16, 1975

California Institute of Technology

Charge Transfer in Charge Coupled Devices
Thesis by Yoshiaki Daimon-Hagihara

128

‘) JO SAN|BA JUBLSSLP 404 pajndwod (21°p°b3) seieb uaysuedy

LS 3y3 pue 324n0S |y Y3} J4Ipun SIudLpedb |erjualod wnwjurw pajewr3sa Ayl €1y "Hi4

nx;mw 9
IR - I o) I / & . B
_ , T 0
\.\.\ ) iy -
\\\ hotml\\. SNl -n
_ N o
X \\ N ] )
/ : . /I ..m:HUu.
3 T/110A 528 — 2 \ a
3 | o ~  \-oool &
m./wOvV‘ 00 ..— Q.
yod ¥ =
20? S 2
S P
/1100 961 r' o° =
2
- 0002

Chapter Four



Charge Transfer in Charge Coupled Devices California Institute of Technology
Thesis by Yoshiaki Daimon-Hagihara February 16, 1975

129 .

approximation. Then the use of [q. (4-1c) results in Fib. 4,14 which
shows the actual minimum potential profile in the two dimensional
BCCCD with signal charae present, whereby we use the samé linkage
capacitance value C obtained previously.

When the aradual channel approximation is used, the minimum poten-
tial profile is not as smooth as the one solved by the l%nkaqe capaci-
tance model, Physically we expect the electrostatic potént1a1 to change
smoothly as seem-in Fin. 4.14, Rewriting Eq. (4-12) as

a¢m d2¢m

t(Q) = oy (Q) + C (30")0 o2 . (a-13)
We observe that the standard aradual channel approximatidn is equivalent
to assumine C = 0,0, Indeed, the second term in RHS of Eq. (4-13) aqives
a very small correction to the actual channel potentia].} Whenever there
is appreciable sianal charce present in the channel, the:potentia1 is
more or less aiven by the first term of RHS with a aood accuracy.
However, at the final stage of the charge transfer, there is very Tittle
residual charge in the channel and the charge decay will be influenced
strongly by the fringing field. This fringinag field actually
originates from the second term of Eq. (4-13) and it is important to

adjust the value of the capacitance C from the actual numerical date

of the potential profile with no signal present.
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Fig. 4.14 The physical location of the charge packet in the p-laygr
is shown in the upper figure. The lower figure is the

minimum potential with signal charge present.
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4.6 Dynamic Charge Transfer Model |

The transport dynamics in the p-diffusion channel 1? BCCD are

described by the two dimensional continuity equation.

od ad
P K ooy E
F) IX Ay i (4-14a)

where p is the signal charge concentration per unit voluﬁe. Integrating
over the p-diffusion depth and assuming no signal charge}leakage at the
interface and p-n junction boundaries, that is, Jx =0 at x =0 and

X = Xd, we obtain

X4
3Q _ 3 | -
o]

where we note

X4 X4
. 20 I 2 | )
[ Jydy = D gy -u) Pggdx , . (8-14c)
0 0
Also we note from Eq. (4-10a)
3 - ﬁ}l _ kT dP : (4-14d)
oy Yy p dy )

We have assumed the quasi fermi level of holes ¢p is independent of the
x-axis. Hence the first term of RHS of Eq. (4-14d) is independent
of the X-axis. We also assume that whenever there is appreciable hole

density, the density along the transverse direction with respect to the
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signal charge transfer will smooth out and is uniform. If we assume
this, the potential gradient 3¢/3y becomes a constant vaﬁue along the
x-axis in the region where the signal charge is appreciakle.

Therefore we can take the potential gradient 34/3y outside of
the integral of Eq. (4-14c). And finally the continuity:equation

describing the charge transfer dynamics becomes

2 ¢ |
30 _paQ 9_ _'ﬂ:, ] 4-15
3t - D 3y TV ey 2 3y : ( )

Intuitively this result might have been expected but what was not clear
is what physical assumptions lead to this result, First we assumed

the quasi—fermi level ¢p does not depend on x-coordinate jn the p-
diffusion layer. This assumption immediately gives the current density
along the x-axis to be zero. J, = -up ;;B- = 0,0, But this condition
was not enough to derive Eq. (4-15). We must speculate that the mobile
signal charge p also does not have the x-coordinate depenﬁence wherever
there is appreciable signal charce, That is, the mobile signal charge
density is nét graded a]bng the transverse directéon with:respect to the
signal charge transfer.

We have now established the complete dynamic charge ﬁransfer model
compatible to actual numerical calculations, The simultaneous computa-
tion of the signal charge Q(y) and the channel potential ¢m(y) from the
two final equations (4-13) and (4-15) gives the actual time dependent

solutions of Q(y) and ¢,(y). The initial condition is the signal
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‘
charge profile Q(y) at t = 0.0, Uﬁing Eq. (4-13) alone.‘we compute the
qhanne] potential ¢,(y) at t = 0.0, Before specifying tﬁe initial
charge profile Q(y), the constant C must be adjusted from the actual

|
two dimensional calculation of the Poisson's equation relevant to the

dynamic system.

4.7 Conclusion . |
Choosing adequate values for the'device parameters two dimensional

Poisson's equation was solved numerically. The resultingjminimum

potential and its fringina field profiles were presented #nd compared

with the linkage capacitance model developed in the conéent. The

contindity equation for the charge transfer in BCCD was discussed,

The fundamentals of the computational procedure for the charge transfer

dynamics of BCCD have been established herein.
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Chapter 5
FREE CHARGE TRANSFER IN BURIED CHANNEL CHARGE COUPLED DEVICES

1.1 Introduction

Previous theoretical work on the operatioh of char@e transfer
devices has focused upon .surface charae coupled devicesiand integrated
circuit versions of the bucket brigade shift renisters.: Another type of
charae transfer device, namely buried channel charge coub]ed device, is
khown to have several advantaaces over the former two devﬁces. However,
up to the present, only a static two dimensional model of buried channel
charge coupled devices has been considered. The static model has not
been incorporated in dynamic charge transfer description% and, conse-
quently, our understanding of the device operation has been quite
qualitative,

In this chapter we present the results of a detailed numerical
simulation of the charce transfer process in a rea]isticimode] of a
high density buried channel CCD. THe ageneral set oflpartial differ-
ential equations describinag charae transfer and the electrostatic
potential has been reduced to a set of two partial differential equations
involving a.single spatial dimension and the time. To accomplish this
we have used a simple capacitance network model to reduce the appropriate
two dimEnsiﬁna1 Poisson's equation into a second order differential
equation in a sinale spatial dimension, The resu]tinﬁ equation
relates the sional charae and the minimum channel potential under all

the relevant electrodes and interelectrode reaions. A diffusion
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equation describing the charge transfer is coupled to tﬁis equation. The
resulting coupled differential equations were solved ané the results are
presented in this presentation. _ |
In Section 5.2 the.general set of partial differenﬁia1 equations

describing charge transfer and electrostatic potential 1% presented. The
equations are further simplified to obtain approximate but valid analytic
solutions in the subsequent sections. It is shown that the charge
transfer process in buried channel CCDs divides into three distinct
stages. In the first stage, the charge is confined underithe source
storage gate and spreads itself according to the rapid]yichanging clock
voltages. This process is shown to take less than a nanoEecond in Section
5.3. During the second stage discussed in Section 5.4, the charge

~ transfer occurs in a manner analogous to the operation of a buried
channel IGFET (see Section 4.3). The storage electrodes ﬁct as source
and drain, and fhe transfer electrode acts as the controj gate. This
process is shown to take a few nanoseconds. In the finallstage described
in Section 5.5, the charge transfer is characterized by iransfer induced
by the relatively large fringing fields. It is shown in Section 5.6 that
the residual charge decays exponentially wfth a final chéracteristic
time constant of the order of a nanosecond. This process:is shown to
require a time of the order of ten nanoseconds.

~ The entire charge transfer characteristics can be summarized in the

two illustrations shown in Fig. 5.1 and 5.2: 1in Fig.|5.1la the
minimum potential, charge profile and current density at t=0.221 nano-

second are j1lustrated. At t = 0, the transfer and drain gate voltages
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start dropping to the final value (-10 volt) from the i?itia? value

(10 volt). The plot is ahown at the gate voltages of -8 volt. The
barrier and source gate voltages are set to be 10 volt ihroughout the
transfer process. Charge is normalized by 935 electron éhargesﬁxz.
Current density is normalized by 23.4 electron chargesnd-nanosec. The
length L of one unit cell of the device is 48u consistiﬁg of two poly-
silicon gates and two aluminum gates.  Fig. 5.1b depicts the charge
transfer at t = 0.443 nanosecond. Note the current densi;y under the
transfer gate is almost constant. The charge transfer 1nithis stage can
be described quite accurately by buried channel IGFET. Fﬁg. 5.1c depicts
the charge transfer at t = 1.05. Note the slope of the current density
indicates that the net charge under the transfer gate iszgecreasing.

In the top of Fig. 2, the net charging, charging and dis#harging of the
transfer gate are shown by the curves (a), (b) and (c). ¢urrent density
is normalized by QtotaID/Lz = 23.4 electron chargesﬂu—nénosec. Time is
normalized by t = (O.OOI)LZ/D = 1.92 nanoseconds with L = 46 and D = 12
cmZ/sec. In thé lower figure, the charge is shown as a pércentage of fhe
total signal charge of 45,000 electron charges/u. The liﬁes (a), (b),
and (c¢) represent the total residual charge under the SOJrce and trans-
fer gates, the charge under the source gate only, and the charge under
the transfer gate respectively. Note that the curves eventually becbme
straight, implying the exponential decay characteristics of the power-
ful field-aided transfer. The final slope ( hence, the characteristic

time constant) is 0.765 nanosecond for, lines (a) and (c), and 0.165

nanosecond for line (b).
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Fig. 5.2 The chargeraha_the currentlﬁenégty ploé;éd against

the transfer time normalized by (0.001)L2/D = 1.92 nsec.
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5.2 Transport Equations |

Due to the two dimensional nature of the buried chaﬁne] CCD struc-
ture, the storage and transfer of charae alona the buried channel should
be described by the two dimensional continuity equation Fonether with
t he two dimensional Poisson's equation. Nhi]e this riqorous approach is
conceptually possible, the cost of such analysis leads u? to seek some
valid approximation to simplify the solution. To accomp]ish this, in
Chapter 4 we have developed a set of two partial differential equations
involving a sinale spatial dimension and the time. Accoqdinq to this
model, the storace and transfer of charce alona the buriéd channel is

described by the continuity equation

3 ad |
5%: T oax y (5-1a)

where the diffusion equation is aiven by

3= 0% E:—Q . (5-1b)
q is the sheet charqe density of the free mobile carriers{in the buried
channel, J is the sheet current density and L. is the miﬁimum channel
potential. D and u are the carrier diffusion constant (1é cmzfsec)
and mobility (480 cm2/v01t sec) in silicon.

The minimum channel potential aradient, a¢m/ax. is dde to the
variable channel charce density and the two dimensional néture of the

buried channel CCD structure. Accordina to the simple capacitance model
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developed in Chapter 4 the minimum channel potential profile can be

approximated by solvina the second order differential equation in a

sinqgle spatial dimension

é 2
aV 9 0
¢ =V(q.X)+C(-E1) o ‘
mom 29 /342 |5 © = (52}

where Vm(q,x) is the solution of the oneadimensinna1'Poi%son's equation
with the parameters of the solutions chdsen to correspon& to the one
dimensional cut throuah the structure, In the standard éradua] channel
approximation, e is determined uniquely by the local sheet charae
density q and is aiven by vm alona, (That is, in Eq. (542 } above
C = 0,0). In this case, we note that, at the 1htere1ectﬁnde reaions
where the charge density g changes abruptly, the electrostatic
potential ¢, also changes abruptly. However, physically the electro-
static potential must be continuous even thouah the charce density is
discontinuous, The electric field is theone that becomes}discontinuous
in this case. Hence, the gradual channel approximation is valid only
under the electrode plates where the charge dehsity is (spatially)
chanaing gradually. In Chapter 4 we have developed this differential
equation (5-2) to obtain an accurate minimum channel potential profile
under all the relevant electrodes and interelectrode reaions.

The capacitance C was found to be of the order of X ec. where Xd
is the depth of the p-diffusion buried layer and eg. is the silicon

dielectric constant., In the calculations presented below we have

considered p-channel device with dimensions consistent with typical
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layout tolerance of present silicon gate technoloay: Oxide thickness
is 0.12y under the silicon cates and 0.32u under the aluminum ogates. Xq
is taken to be 1,00u with the diffusion layer dopina NA 2?000-donors/u3,

the substrate doping N of 1000 donors/u’, and C = 7.5 Xge..

d

5.3 Self-Induced Drift Effect in the First Stage :

In this section we study the charge transfer process in the first
stage, Specifically we will first show that the charge pﬁofile under the
source gate is of elliptic shape. This result is derived from the fact
that the current density under the source gate is a linear function in
spatial coordinate, The spatial integration of this charge profile is
the total chafge Q(t) under the source gate, and the analytic expression
for the total charge Q(t) will be derived. This expression implies the
hyperbolic charge decay characteristics. And the further ?onsiderations
lead to the fact that this hyperbolic charce decay characteristic is not
the consequence of the constant current assumption but ratﬁer of much a
general nature, It is concluded that the lumped circuit'mbdel gives
exce11ent agreement with numerical results even thouch the current den-
sity at the becinnina of discharge is not really uniform in the spatial
coordinate.

We now.begin to analysis, returning to the situation depicted in
the Fia. 5.1a in which the charge profile under the source qate is under
consideration, | |

As the gate voltages on the transfer gate and drain gate start
dropping from +10 volt to -8 volt, the charge under the source cate

spreads itself according to the rapidly changing channel potential, The
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response time is of the order of silicon relaxation timelconstant
tre1ax = ESi/uNA = 0.054 picosecond whi;h is much sma]leﬂ than values of
interest, The charge takes about 0.2 nanoseconds propagaking under the
transfer cate to reach its end, Fiqure 5.1a illustrates &he details of
the charge transfer at this stage. Note that the qradieni of the current
density indicates the charge under the trénsfer cate is still increasina.
The linear dependence of the gradient upon the spatial coordinate implies
that the time rate of change in the charge density (aq/at? is the same
evérywhere under the source agate. In this case, thé current density

J(t,x) can be approximated by a linear function in spatial coordinate

and is given by
s A% |
J(t,x) = (;) J(t,e) b (5-3a)

where 2 is the 1ength'of the aluminum source gate (12u). Since at the
beainning of discharge the charce density under the source onate is very
high, the field drift is predominantly due to the se]f-indpced field

effect. Hence, nealecting also the thermal diffusion effect we obtain

,  (5-3b)

Q|
>

24
m
IRy RC

C‘:I'ﬁ

q
0

where C0 is the effective oxide capacitance, Solvinc Eqs. |{5-3) we obtain

c 2
q(t,x) = qu(t,o) ool (;%)J(t,{l) . (5-2)
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That is, the charae profile is of elliptic shape. We indeed observe this
shape both in the charge and potential profiles under thé source aate in
Fig. 5.7a : _ |

To obtain the total charge Q(t) under the source gaie as an unique
function of time, we need one more condition. In general}treatment of
charge transfer in surface CCD , this condition has been imposed on
the Charqe density q(t,2) at the end of the source naté and set to be
zero. This condition is based on the fact that the frinqinq field af the
interelectrode is so larce that we can assume a perfect s{nk at the end
of the transfer ocate. However, as we observe in Fiq, 5.1&. the charae
density at the interelectrode region is relatively small but does not
diminish to zero. Inspecting Fig. 5.1a and 5.1b, we note ihat, at the
end of the source nate, the charge density decreases to abbut one-half
of the peak chafge density q(t,0). Assuming q(t,2) q(t,b)/Z for the

time of interest, then by intearating Eq. (5-3b) for the current density

assumed in the form given by Eq. (5-3a), we obtain

J(t,2) = 438 4%(t,0) »  (5-5a)
o} |
3, % - 1 8EB)
a(t,x) = q(t,0) Y1 - 7(3) | ’
and
2 -
0(t) [ altadx & 3 q(t,0) e e
¢]
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Solving the continuity equation,

g%_z SJ(t,2) - (5-6a)

We obtain :

“q(t) - —ol |
e -

and ' ' I
Bl : _Qii_tlm)t P ' o (5-6¢)

|+ A ] ey
with

-4 _0(0) _Q(o)
J(t,0) = % |
500 (/D) aC KT - (5-6d)

The form of the expression (5-6b) is a familiar form appearing in the
standard lumped circuit model in which the current densityjhas been
assumed to be constant. In our case, however, as we can §Ee in Fia, 5.1a,
the current density is not constant at all. .But we have obtained the
similar expression (5-6b) in our discharae model. . , _

We will now show that the hyperbolic.charge decay ch?racteristic
as seen in Eq. (5.6b) above is not the consequenée of the ;onstant-

current assumption but rather is due to the nonlinear se]f%induced drift

effect alone. That is, independent of the assumption made?on the current
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density profile, if we solve the nonlinear diffusion equa%ion
3q . _3_|_wma2q |
at ax [ C, % . s (5-7)

with appropriate boundary conditions we should obtain a similar expres-
sion to Eq. (5-6b). To make this point clear, we solve tAis Eq. (5-7)
in [Appendix A by separation of variables with the fo]1owiﬁg boundary

conditions : w

3(t,0)

1
1
B
r|ar
X3
I
o
.
-
2
]
o)
&
S

and

q(t,2) = aq(t,o0) . L (5-8b)

with o« being a fraction of unity. The solution is indeed biven by a

similar form to Eq. (5-6b):
Q(o)
£

Q@) t_ |
] f o -
* fla) KCkT 1,20y v (5-9)

a(t) =

where f(a) is defined in the Appendix I and has been compuped numerically.

In Appendix B, the same problem is treated for the case of uniform
current density in space. Q(t) is again given as in Eq. (5-9) above but
in this case with f(a) beina a rational function of «a. The function

f(o) is plotted in Fio. 5.3 and compared for the both cases. Note that
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Fig. 5.3 f(a) defined by Eq. (A.6b) in Appendix A and
by Eq. (b.5) in Appendix B are shown in curve

(a) and (b) respectively.
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B |
the characteristic difference between the two cases is quite negligible,
|

This observation supports the fact that the lumped circuit model qives
excellent agreement with numerical results even though the current density

at the beginning of dfscharge is not really uniform in thq spatial

coordinate.

5.4 Buried Channel IGFET in the Beainnina of the Second Stage

In this section we first describe the characteristic§'of the poten-
tial profile under the transfer gate at the beginning of'tbe second stage.
It is shown that the potential profile which we observe under the trans-
fer gate in Fig, 5.1b is a logarithmic function in space. ;Assuminq the
charge density at the beainnina of the transfer gate'to be a constant
in time, the charge propagation time Tp for the charae to reach the end
of the transfer gate from the beginning of the transfer gaﬁe is estimated,
The |duration of the steady state after this propagation time is also

- considered in this section. f

In the lumped circuit model, the current density under the tranﬁfér
gate is assumed to be uniform. Figure 5.1b illustrates the details of the
charge transfer at this stage. We observe in the figure th;t the charge

profiIe under the transfer gate is very much a linear functﬁon of the

spatial coordinate. Hence we write the charge density as

q(t.x) = q(t,0) + (%)[q.(t,z) - q(t,o)J | . (5-10a)
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Then, solving the expression (5-1b) for the potential profile in the

case of uniform current density, we obtain '

|
on(x) = ¢, (0) + Tl—%ﬁ(ﬁ)" kT| en |1 - (1-a) (%,f—) ‘ (5-11)
where o is defined by Eq. (5-8b) as before. Hence, the pbtentia1 pro-
file which we observe under the transfer gate in Fiaq, 5.15 is a
locarithmic function in space. Since the current density!under the
‘source gate in Fig, 5.1b is still quite linear in space, ?he charage and
potential profiles under the source cates must be of e111?tic shape as
we have discussed in the previous section. This stane should last as
lona as the source storage ocate suppiies the siagnal char@é to flow
through the transfer gate. And the charae transfer in this staae is
quite adequately described by Buried Channel IGFET. :
We are now in the position to consider the propauatfon time aﬁd

the duration of the steady state in the beainning of this second staage

of the charce transfer,
Assuming the charce density q(t,0) at the beainning of the trans-

fer qate to be a constant q in time. In this stace, the charae
0

propacation time 1 for the charqe to reach the end of the transfer gate

p
from the beainnina of the transfer gate is estimated in quendix Cc , and
is aiven by
C KT\ /,2 '
_ 0 i _
= o) ( a, )(D ) L (5-11)
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Durino the transient period illustrated in Fig. 5.15 and 5.1b, we
observe the peak charqe density at the beginning of the transfer qate
is fairly constant. This observation is supported by the fact that the
oradient of the current density goes through zero in the %nterelectrode
reqion because the source gate is discharging and the tra+sfer aate is
being charaged in this period. (See the current density p#ofi]es in
Fig. 5.1a and 5.1b). Hence as a consequence of conservation of charge,
the total charge under the transfer gate must not chance in time. That
is, from the results illustrated in Fig. 5.2, we conc]ude:this.stane
lasts only for a very short period. Note that Fig. 5.1b {11ustrates the
details of the charge transfer at the instant when the neﬁ charginqg of
the transfer aate is zero. That is, in Fia. 5.2 (top), this is the
time when the line (a) passes throuah the zero. At the séme time, in

Fia. 5.2 (bottom), the curve (c) is.at its peak value and the curve (a)

starts decreasina.

5.5 Lumped Circuit Model in the Second Stage }

In this section we first give the general description of the

charge transfer in the second stage, leadino to the calcuﬁation of the
total charae under the source aate as a function of time. | In this
calculation we assume an appropriate shape for the charae profile,
Furthermore, we will discuss the time it takes for the fr{nqinq field
effect to become compatible to the self-induced field dri#t, and then
the time it takes more to observe the final exponential decay character-

istics. The analysis is extended to the calculation of the total charoe

under the transfer gate as a function of time. And the time when the
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residual charge under the sburce qate becomes less than the charge under
the transfer gate is estimated. ;

In this second stage with minor modifications, the éharge transfer
under the source aate is described quite adequately in thé manner presented
in_the Section 5,3, Since the charge denéity under the sﬁurce qate is
diminishing to the amount that the thermal diffusion and fringing field
drift may soon become compatible to the self-induced fie1é drift effect,
we include in the following analysis all of the three effécts.

The presence of charge q raises the local channel potential o by
q/C0 whose gradient is the self-induced field. The difference of the
potential we observe in Fig, 5.1 is plotted as a function}of the local
charge density g in ng. 5.4. The potential dffference is?jndeed propor-

tional to q and its proportionality constant is 1/60, Hence formally

we can write the minimum channel potential as

b (x) = ¢mp(><) n %(:—z)- s (5-12a)

where ¢ (x) is the channel potential without any charge. Substitution
i
of Eq. (5-12a) into Eq. (5-16) results in

2
n ‘
J=-D %ﬁ-%;-q & g ot . (5-12b)

The total current density is given as a sum of thermal diffusion, self-
induced field drift and fringing field drift terms. This equation can

be solved in two different approaches, One way is to assume the current
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CHARGE DENSITY UNDER THE TRANSFER GATE

Fig. 5.4 Plot of the potential difference due to;the charge

under the transfer gate. The curves (a),(b), and (c) cor-

respond to the three stages shown in Fig. 5.1T Note the

potential difference is roughly proportional to the charge

density. The effective capacitance (slope) is Cqy=Aq/aV

= 0.75 normalized charge density per volt.
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density to be constant, and obtain the charge profile byﬂsolving
Ed. (5-12b) for q. The other way is to assume a form foH the charae
profile and evaluate the current density by Eq. (5-12b). We now aive a
simple argument to obtain a solution of Eq. (5-12b) following the
lafter approach. :

| From the plot of the charge profile in Fig. S.Tc,‘w% simply note

. " |
that the charge profile can be roughly approximated by a linear function:
o X
q(t,x) = q(t,0) [1 +{a-1) (;;)] . (5-13a)

Hence the total charge under the source gate is given by

L
Q(t) =.f q(t,x)dx = 1(12+ 2L q(t,o0) F (5-13b)
0
We note from Fig. 5.1c, the charge density under the source gate can be
approximated by a linear function of space as was given by Eq. (5-3a).
The integration of Eq._(5-12b) over space results in the Jischarge '
current density J(t,2) at the end of the source gate in fdrms of the

total charce under the source gate Q(t):

2 ‘
J(t,e) = (2) + ;E—- %—é%l » (5-14a)
0 th "o

where s is the exponential decay time constant when the second term in
RHS of Eq. (5-14a) above becomes small compared to the first term and

given by
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N 1 !
0 2 T
T tr . (5-14b)
Tth

8 is a constant (whose value is around unity) and given by

g = 16 1 -a . (5-14c)
TTZ -I o :

The thermal diffusion and single carrier transit time constants, Ten and

Ty are defined as

2 |
44, .
Tth - 2. . | (5-15a)
n D
and
o | |
tr - WE , . (5-15b)

In this formalization the fringing field is assumed to be constant for
simplicity and aiven by E. The effective strenath E may be estimated

by evaluating

0

2

&zf dx .

E 3, » | (5-15¢)

0 -
X

where 3¢, /3x is the gradient of the channel potential without any
0

charae shown in Fig. 5.5 (hottom) with solid line. Solving the

continuity equation (5-6a) we obtain the total charae under the source

gate as a function of time,
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Fig. 5.5 Plots of the minimum potential, charge density
and the reciprocal of the fringing fieid strength.

The dashed curve in the bottom is withithe charge

under the drain gate.
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Q(o) exp(-t/t,) | ' |

T
0 0 |
1+8 T %é;%?’[] - exp(-t/roﬂ I (5-16)

Q(t) =

This equation has been derived under the assumption that ihe charqge pro-
file is given by a linear function of the form given by Ed. (5-13a).
Hence, the peak of the charge profile is assumed to be a!éays at the
beainning of the source gate. '

We are now in the position to calculate the time it takes for the
fringing field effect to become compatible to the se]f-inquced.f1e1d
drift and then, the time it takes more to observe the final exponential
decay characteristics. 7

According to Eq. (5;16) above, after the time yet to Pe determined,
the charge will decay exponentially in time. This time rofcén be
estimated as followina, lle equate the maanitude of the first term of
PHS of the expression (5-14a) for the current density to tﬁe second
term. Then, we obtain the minimum charge Q, for which the‘se1f—induced
field effect is compatible to the fringina field drift and|thermal

diffusion effects:

O = %' (?En)(ﬂcokT) st (5-17a)

Solving Eq. (5-16) for Q(t) = 0, we obtain the time to at which the
charge transfer begins to be influenced by the frinaing field and

thermal diffusion mechanism:
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2
ty = To n [ T+74,/a(0) ] = (0.69) 7, . (5-17)

According to the detailed numerica1-simulation of thé charge transfer
illustrated in Fia. 5.1, the peak of the charge profile 1npeed stays at |
the beainning of the source gate for a while. And during &his period, the
charace decays in the manner characterized in this section.} And for
t > to the total charge Q(t) giﬁen by Eq. (5-16) can be de#cribed quite

accurately by
|
|

(€= 1)
Q(t) = q exp (—-~;~—-°——) ' s (5-17¢)

(0] |
| |

After this time to’ the fringing field influences the charﬁe transfer as
the main mechanism. Then as have analyzed in detail in Re#. [4], at
some time Tater the peak of the charge profile starts moviqq tdwards the
end of the gate. Fioure 5.6 illustrates the details of the charage .
transfer under the transfer agate at this stage. After thig transition
time, the relative shape of the charge becomes stationary and the charge
decdys exponentially in time, The transition time At in thﬁs process

has been estimated inChapter 2 and is given by :

T ik \
t = t‘”) (F-”* . (5-18a)
: (7 o |

At the time ty = to + At, the charge will start decaying exponentially

_ ; |
with the final decay time Tge In this stage, the self-induced field
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|
drift effect has become completely negligible compared to the thermal
diffusion and fringing field drifts. (See. Fig. 5.7). In this final

stage of the charge transfer, the total charge is apprdximateiy given
|

by _ : . .

(t-t,) '
T] - ., (5-18b)

T

Q(t) = Qp exp [-
where

QG Q, exp (— %) . (5-18%)
We now focus our attention upon the charge under the Eransfer gate.

Specifically we will calculate the total charge under the transfer gate

as a function of time. The time rate of the change in the total charge

under the transfer gate is given by the difference of the'éurrent density

J(t,0) at the beginning of the transfer gate from the current density

J(t,2) at the end of the transfer gate:
Q- (t,0) - I(t,2) . (5-19)

The readers should not be confused by the dual usuage of the symbols

Q, J and space coordinate X under the source gate and transfer gate.

When we are discussing the charge transfer under one partiﬁular gate,

we define the beginning of the gate to be a x = 0 and the end of the gate
to be at x = 2. The symbols Q in Eq. (5-19) is meant to bg the total
charge under the transfer gate whereas in Eq. (5-14a) and (5-16) the same
symbol is used for the total charge under the source qate.

We note the current density J{t,o0) is given as an indépendent
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quantity which is a function of time only. This function can be

obtained from Eq. (5-14a) with use of Eq. (5-16). Care szt be taken in

applying these equations in Eq. (5-19). :

As we see in Fig. 5.1c, the current density under the transfer gafe
|

can be quite adequately approximated by a Tinear function:
& |

J(t.x) = 3(t,0) +(-§-) [J(t,L) - q{t,oﬂ . (5-200)

The charge profile under the transfer gate can be approximhted again by
Eq. (5-13a) as in the case of the source gate. Then, inteprating with
Eq. (5-12b) the charge density given by Eq. (5-20), we obt?in the dis-
charge density J(t,2) at the end of the transfer gate in terms of the
total charge under the transfer gate n(t):

2 |

- at) (t '
J(tsﬁ') + J(t,O) & TO + %;[: %'COT)I-' : » (5-20[3)

where To> Tth® and 8 are defined as before. Then, eliminating the
charge density J(t,%) at the end of the transfer by using Eqs. (5-19)
and (5-21), we obtain |

2
8- 20(t,0) - [Q%l+ E——ﬁgﬁ.}l] . (5-20c)

Tth

The total charge under the transfer gate Q(t) can be obtaiﬁed as a func-
tion of time by solving this equation (5-20c) =bove. As we observe in
Fig. 5.2 (top), the charging current J(t,o0) becdmes negligible compared
to the discharge current J(t,0) at the time, ty given by Eq. (5-17b).
This is approximately the time when the total charge underithe source

gate becomes quite negligible compared to the total charge under the
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transfer gate. At this time, the lines (a) and (c) in Fié. 5.2 (bottom)
starts joining together, and the Tine (b) starts to exhibﬂt the final
expoﬁentia] charge decay characteristics. Hence after thi§ time, the
charging current term J(t,0) in Eq. (5-20c) above can be ignored. And
we obtain the solution of Q(t) in the same form as was gian previously
in Eq. (5-16). i

The entire charge transfer analysis in this second stage will now
be complete with the estimation of the time when the residual charge
under the source gate becomes less than the charge under the transfer
gate.

We note in Fig. 5.2 (bottom), when the lines (b) and (c) coincide,
the total charge under the source gate is equal to the toté] charge
under the transfer gate. Since the sum of the two quantities are the
total initial charge under the source gate, we observe that at this time
the charge under the source gate decreased to 50% of what was there
originally. This time, t_, can be estimated by setting n(t) = Qo)/2 in

p
Eq. (5-16). And we obtain for Q(o) >> Q_,

At this time (t :;rp), as we observe in Fig. 5.2, the head of the charge

packet reaches at the end of the transfer gate and the discharge current

starts rising as seen in line (c) of Fig. 5.2 (top). We recall this time
has been estimated by a different method in Appendix € , and is given

by Eq. (5-11). Note the similarity in Egs. (5-11) and (5-21)
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5.6 THE'Exponentia1 Decay Characteristics in thé Final Stage

In this section we first describe qualitatively the c%anne] poten-
tial profile and the charge distribution at the comp]etioniof'the second
stage of the charge transfer. We will then describe and oLt]ine how to
estimate the final decay time constant‘in the final stage Lf the charge
transfer.. The actual analytic formula for the:fina]ldecayitime constant
with appropriate fringing field profile and the chargé dis&rﬁbution is
also presented.

In Fig. 5.5, we have plotted the minimum channel potehtial, charge
density, and reciprocal of the potential.gradient at the cgmp1etion of
charge transfer. The solid curve in the bottom figure'is the plot for
the potential gradient with no charge everywhere. The dashed curve is
the one with a11_the signal charge resting finally under.the drain
gate. The presence of the charge under the source gate lowers the
minimum field strength under the transfér gate by 158 volt?cm. That is,
the minimum field strength is 318 volt/cm with charae and 493 volt/cm with
no charge. The minimum field strength under the source gaEe remains
almost the same value of 844 volt/cm.

Note the'charge and potential profile under the drain/ gate is
everywhere flat. This is expected because the charge is a% rest and the

current density J in Eq. (5-1b) is zero. Hence the charge density is

given as an exponential function of the potential: '
5 |

¢~ ¢ '
q = q, exp [— m—k-%“ﬂ] . . (5-22)
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whe}e ¢m0 is the local minimum channel potential under the!drain'gate
and q, is the peak charge density. A small increase in th? potential
results in a drastic reduction in the charge density q. And only way to
pack the total charge under thé drain gate is to have O .i ¢m0 wherever
the charge is present: Inside the charge packet, there is/no field.

We will now describe and outline how to estimate the fina] decay
time constant in the final stage of the charge transfer.

In Chapter 2 we have analyzed the charge transfer pro;ess in this
final sfage. Acdording_to the detailed analysis of the ch?rge transfer
under the influence of fringing fields, the profile of charge under the
source and transfer gates changes for approximately a sing}e carrier
transit time and then becomes stationary with an exponentihl time decay
of the amplitude. The exponential time constant tf is estﬁmated by the
standard variational procedure and given by |

2
L i; s __49—(“%[’) o (5-23a)
“where s is a dimensionless quantity determined by the final charge profile

q(x) under the transfer gate. :

% 2
d
[ ' .
s=f"—% 0 . (5-23p)

5 ‘i. qz(x)dx
()

Eeq is an equivalent constant fringing field for the spati

fringinf field E(x) and is given by -

ally varying
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L

f [Ez(x) - 2T g-i-] q2(x)dx |
5 |

2

f qz(x)dx ‘
|

0
|

E

2
€q (5-23c)

To estimate the value of the final decay time constantL the knowl-
edge of the fringing field profile and the final charae density profile
is required. In Fig. 5.6 and 5.7 we presented the charge pfofi]es at
several instances till the profile reaches the final form and decays
with an exponential time constant, Tge |

If we use the final charge profile shown in Fig. 5.7 a+d the fring-
ing field profile shown in Fig. 5.5 (bottom) in evaluating the final
exponential decay time constant t. from Egs. (5-23), the ca]cu1ated
value is exactly thé same value we obtained from the results of the
detailed numerical simulation of the charge transfer process. This is
expected from the consequence of the variational calculus. [The varia-
tional procedure is a powerful tool to estimate the eigen v%1ues of a
physical system when the eigen functions (or states) are not known

~exactly. When they are known, the calculated eigenvalues a#e the exact
eigen ya]ues of the system. Hence the true usefulness of tqe procedure
described in Egqs. (5-23) lies upon the fact that we can obtéin a good
estimate of the value of the final decay time constant without knowing
the values of the fringing field and the charge density at Qvery point in

space. That is, the knowledge of general characteristics of these pro-

files should be enough to obtain a good estimate of the final decay time

constant.
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The results we presented in Fig. 5.5 suggests that thF fringing
field can be approximated roughly by |

E.. 2
Efx): o ke, for 0 <x < %— I
2x |
E. .- 2 |
E(x) = M0 for -§—< X <8 L (5-24a)
2(2 - x) _

From Fig. 5.6, accordingly we approximate the charge profiTe by

n
q(x) = %ﬁ- A for 0 < &« %- RN
|
n %" ) | ;
q(x) = 2°(1 - 3) q, for 5 <X <L . (5-24b)

where we have introduced one parameter n whose value is tq:be determined
by minimizing rf(n) of Eq. (5-23a), according tq the standard variational
procedure. The calculation is somewhat involved but the r%su]ts are very
useful in estimating the final decay time constant and are presented in
Fig. 5.8a for\our case study. The same procedure may be aép]ied for
different gate Tength and other physical parameters. Hence we have
plotted in Fig. 5f8b the ratio of the finaT decéy time constant to the
thermal diffusion time constant as a function of thé normalized fringing

field strength zEeq/kT:

i | e . (5-25a)

T 2
th
s + (g,Eeq/kT)
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i
The computational procedure to compute T is described brigfly in Appendix

D. Since from Eqs. (5-15)

Tep o Eg ‘
th. = | ,  (5-25b)
Ter m KT |

we obtain the ratio of the final decay time constant to |

carrier transit time:

2

(5-25c¢)
Ter s + (2 Eeq/kT)2 |

This quantity is also plotted in Fig. 5.8b.
1

5.7 Numerical Results

In this section we will first give the_vé]ues of relevant physical
parameters in our case study and describe the norma]izati?n units for the
i1lustrations. Then we will describe in general how to estimate the
0’ n.m, tO’ and T.':
The outline and results of the detailed calculation procegure of the

quantities t in the final stage of charge transfer.
related physical parameters such as Tgo t0 At, t]’ Qm’ and Qt are also
presented. ;

_ The analysis we have done so far is intended to charpcterize the
entire charge transfer quantitatively with reasonable accuracy. For our
case study, the diffusion layer depth is Xd = 1u and the Fhannel

doping is set to be NA = 25,000 electron charges/u3. The average width
of the charge packet is XCH = 0.15ﬁ. Hence the total charge is

| _—
= N,X.,2 = 45,000 electron charges/u where the a1qminum or silicon
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gate length 2 is taken to be 12ﬁ. The charge density shown in the fig-
ures are normalized by Qtotal/L = 935 eiectron charges/p2 Jhere the
length L of one unit cell of the device is 48u in our case study. Accor-
ding]y; the time is normalized by (0.001) LZ/D =1.92 nanochonds and the
current density by Qtota1 D/L2 = 23.4 electron charqes/u-nahosec. The
effective oxide capacitance CO under the transfer gate is (ps seen in
Fig. 5.4) 0.75 normalized charge density per volt. Hence ztokT = 21
electron charges/u. For the gate length & = 12y, the therm%] diffusion
time constant Tth is equal to 48.6 nanosecond by Eq. (5-15a).

We will now describe in general how to estimate the qu%ntities
To? Qm, to’ and Te in the final stage of charge transfer. If the
effective fringing field strenagth E at this final stage is &nown, we can
compute o from Eq. (5-14b). Then the.minimum charge Qm and the time to
can be estimated by Eqs. (5-17a) and (5-17b). From the numérica] results
shown in Fig. (5.2) we can read off the values of 0, and fo and compare
them with the va]ues.predicted by Eqs. (5-17a) and (5-17b).1 The final

. decay time constant Te appearing in Eq. (5-18) can also be read off from
Fig. 5.2 (bottom) and compared with the calculations done iq the previous
section which is summarized in Fig. 5.8a and 5.8b. .

We have now reached to the final part of this section.i In this last
part we will first outline and then give results of the detailed calcula-
tion procedure of the related physical parameters such as Td’ to At, Qm
and QE‘

The minimum fringing field as shown in Fig. 5.5 in the 'final stage of

charge transfer is 315 volt/cm under the transfer gate and 844 volt/cm
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|
under the source gate. Then with these values of the field strength,

the plots of Fig. 5.8a predicts the_fina] decay time cons%ants of 0.640
nandseconds under the transfer gate and 0.155 nanosecondsiunder the
source gate. The actual observed values in Fig. 5.2 (bot%om) are 0.765
nanoseconds and 0.165 nanoseconds.

The effective fringing field E can be estimated by Eq. (5-15c) for
the fringing field profile shown with the solid Tine in Fig. 5.5 (bottom),
and is found to be 1250 volt/cm. The corresponding sing1é carrier tran-
sit time . is 2 nanoseconds by Eq. (5-15b) where the hoﬂe mobility
pu in silicon is taken to be 480 cm2/Q01t-sec. Then sinceithe ratio of
Ten divided by Tth (48.6 nanoseconds) is very small, we note from

\

Eq. (5-14), Ty is about one-half of the single carrier transit time.

That is, t_ =~ 1 nanosecond. Hence from Eq. (5-17b), tose 0.5 nanosecond.

0
That is, the charge under the transfer gate should start d?caying
exponentially at t = t0=¥ 0.5 nanosecond with the exponential decay time

constant t = 1 nanosecond. This period should last till t] = t0 + At

where At is given by Eq. (5-18a). Since EL/KT = 60, we obtain At
6 nanoseconds. Hence we expect t]jx 6.5 nanoseconds. The actual value
t observed in lines (a) and (c) in Fig. 5.2 (bottom) is about 8

nanoseconds.

Qm computed from Eq. (5-17a) for g = 1 is 1000 e1ectr§n-charges/u
which is about 23% of the initial total charage Qtotal = Qo) = 45,000
electron charges/u. Then from Eq. (5-18c), since At/ ~ 6, we
obtain QEss 2.5 electron charges/u, which is about 0.055% 6f the

initial charge. The actual value O observed in Fig. 5.2 (bottom) is
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about 0.07%. | \

5.9 Conclusion |
The results of a detailed numerical simulation of fqee charge
transfer in buried channel Charge Coupled Devices have been presented.
Our analysis shows that except for a very short time the Eurrent
density is not quite uniform. However the time dependence}of the charge
decay (see Section 5.3) is quite independent of the form %ssumed for
the current density profile. The dominant effect was shown to be the
fringing field effect and there are two time constant (rofand t%)
associated with the entire charge transfer process. The aPproximate ana-
lytic expressions for the two time constants and other important physical
parameters (Qm, QE,tO,t and At) are derived and the correSpond1ng charge
transfer characteristics are explained in detail. The most important
quantity in this analysis is the residual charge Q(t) as % function of
time and we have obtained an explicit analytic expression 0f this
quantity Q(t). For 12y gate structure, we have shown that:the charge
transfer efficiency can be achieved as high as 99.99.%,ati100MHz_(see
Fig. S. 2) and that this efficiency can be improved much further for
compact CCD structures (shorter gate length, etc.) as dlscussed in

Section 5.6 and summarized in Fig. 5.8.
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Appendix A

SPATIALLY VARYING CURRENT DENSITY ‘
\

We assume the sa]ution of Eq. (5-7) to be.the form éiven by
q(t,x) = q(0,0) A(t) /BIXT L ()
with
A(o) = 1 L e
Hence from Egs. (A-1a) above at t = 0 we obtain

B(U) > (A"]C)

1]
—

and

n

2
Q(o) jq(o,X)dx = q(o,O)f /B(x) dx | (A-1d)
(0] 0 |

Then, the boundary conditions for B(x) corresponding to Egs. (5-8a) and

(5-8b) are given by

daB . & ' ! A-2
= at x=0 E (A-2a)

and
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B(2) =a? . (A-2b)

Substituting Eq. (A-1) into Eq. (5-7) we obtain ‘

2
1 dA _ u_ q(0,0) d™B :
B = - bl - " (A-—3)
A?(t) dt 2Co vB(x) dx2

2 |
where B is a constant to be determined from the shape of the function

B(x) to be solved. Solving Eq. (A-2c) further, we obtaini
|

1

CA(t) = | (A-4a)
T+ gt |
a2 B8 C,B 2 |
(ﬁ ® T alooT 1-8 (x) ‘ (B-4b)

|
Hence the function B(x) can be expressed implicitly by the integral
1

f L - () g(a) . (A-5a)
B(x) ‘h _ g3/2 |
where E
g(a) f—-—‘i—B—B/—z—— |, (A-5b)
az 41 - B |
and
g = 2-09{0.0) g(y) | L (A<5c)

8002 |

Use of Eq. (A-1d) allows us to write the constant 8 in thq form:

g R
(22/D) ©
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|
where
2
fla) = 3 2alo) (A-6b)
;/.v@lxj dx :
: 0
Now from Eq. (A-5a) we note i
% (-dB) ‘
dx = [ ] . (A-7a)
|
Hence '
B(o) . :
dB
j BX) dx = E('ET/ pus. it N [ &S
0 B(z) 41 - B%?

|
This integral can be calculated analytically. The limits of the integra-

tion are given by Eq. (A-1c) and (A-2b). Hence

] B(x) dx = 4L 1 - u. o B-1c)
| 2 3g(a) | .

Hence from Eq. (A-6b) above we obtain

2 ' |
fla) = 2 _Q_Lﬂ_tl;_ : (A-7d)
J] - a 1

When o = 0, from Eq. (A-5b) we obtain
1 m/2

a(0) =f &8 .3 f sin/36de=1.73 . (A-8a)
0 J1 - ge 0
Hence from Eq. (A-7d) we obtain
f(o) = 1.44 - (n-8b)
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|
To compute f(a) numerically for 0 < a < 1, we note from E{q. (A-5b) by

transforming the variable in the integral we can write |

'.'r/Z ) |
gla) = %— f sin'/3 o do , (A-9)
; 2/3 |
arc’sin (a )

|
Hence we evalute g(a) from this Eq. (A-9) above to obtain f(a) from

Eq. (A-7d). '
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Appendix B

UNIFORM CURRENT DENSITY
|
If we assume the current density J to be uniform in space, then

from Eq. (5-3b) we obtain ‘

2
at) = Ymadu q2(¢,0) e (B0

o
2 COE

where we assume q(t,2) = aq(t,0) as before. The charge profile is

given by '

alt) = alt,0) g1 - (=D . @2

The total charge under the source gate is then giveniby integrat-

ing Eq. (B-2) above to obtain
o0 Y b ard et
t) = (§ \—755 —J*+ alt,0) .o (B-3)

Hence the current density in terms of the total charge is given by

L ?(t) B ()
2
0

5 )
dt 8 2y2

(T +a+a”)

9 _ ) - (@ (zed) (r C

Solving for Q(t), we obtain the same formula (Eq. 5-9) wiﬁh

Jovi 52 |
fla) = (3) i:'j i(1+:%)2 R )

This function is plotted in Fig. 5.3 and compared wiﬁh the results

of the spatially-varying current-density case of Appendix A

!
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Appendix C.
PROPAGATION TIME UNDER TRANSFER GATE

The propagation time under the transfer gate‘can belcalcuTated by
solving the continuity Eq. (5-1a) with the self-induced field drift of
Eq. (5-3b). We assume the current density at the beginning of the
transfer gate is always a constant qy° and no charge is ﬁresent under

the transfer gate at t = 0. Therefore, we have

a(t,0) =q,  for  t>0 : (Cc-1a)
and

qlo,x) = 0 for R ) . (c-1b)
Introducing the Boltzmann's transformation,

C |
X 0 T

Y =2 Yt ; (C-2a)
aﬁd normalizing the charge density by

p = (12 L, (c-2p)

9 .

the continuity equation becomes

d? 2y d | '

ﬁ.g.= -2 32 | s (c-3a)

dy i
with boundary conditions

p=1  at y =20 ; (C-3b)
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and
\
p=20 at y == . (C-3c)
: i
Numerical integration is required to obtain a solution oﬁ Eq. (C-3a)
above. The solution p(y) decreases [56] monotonically from 1 aty =20
to zero at y = 0.81. Hence by using Eq. (C-2a) we observe the head of
the charge profile reaches the end.of the transfer gate aF t = " such
that [

€
R T
0-81-2

uqo Tp (C-4)

Solving the Eq. (C-4) for Tps Ve obtain Eq. (5-1.).

Appendix C



Charge Transfer in Charge Coupled Devices California Institute of Technology
Thesis by Yoshiaki Daimon-Hagihara February 16, 1975

178

Appendix D

EVALUATION OF T¢ |

Substitution of Eqs. (5-24b) into Eq. (5-23b) resu1tfs in an

expression for the parameters in terms of n:

2 |
s-16n {Zns 1) . L (1)
™ (2n - 1)

The equivalent constant fringing field can be evaluated by Eq. (5-23c)
|
from Eq. (5-24a) together with Eq. (5-24b):

2 _ (2n+1 2 | %
o BTt Fas TR

" Hence from Eq. (5-23a) we obtain

1 _fm+1)\|1__ 16, EEmin S 5.3}
e 2n - 1/ Tely f ’

or from Eq. (5-25) we obtain

T LE . '
Tf - 1TZ/f( E}n ) | (D-4a)

where. |

£(x) = (zi{—-?l—)(w nZ + _xz) . . (D-4b)

2n

For a given value of x = 2E/kT, we compute n such that
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2. 1w -
5f. + 4
5}?”8"“4'0(——)'2' -0 .. (p-5)

(2n - 1)
|
Then with this value of n, we compute f(x) from Eq. (D-4ﬂp. Figure 5.7

results immediately from Eqs. (D-3) and (D-4a). For practical purposes,

we first compute the value of n for x = 0 from Eq. (D-5). That is,

rewriting Eq. (D-5) we obtain i
| |

- 3 R
X~ = 32n [n = it ] . (D-6)
\
Hence for x = 0, \
n = 1*N5 ~ 0.809 . (D-7)
(0] 4 ! |

\ |
For a larger n greater than n, = 0.809, we first calculate x from
Eq. (D-6), then evaluate f(x) from Eq. (D-4b) to obtain T}/rth from
Eq. (D-4a). If the effective gate length & is known, we can calculate

\
Tth by Eq. (5-15a) and obtain Te from Eq._(D-4a) or (D—B)V
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Chapter 6 |
APPENDIX III

SCHOTTKY BARRIER BURIED CHANNEL CHARGE COUPLED DEV&CES

. l

1. INTRODUCTION | ” }
In this'chapter we discuss a new active semiconductor device.

The device is analogous to the buried channel device discussgd

in previous chapters except that channel potential is contro%ed

thrﬁugh Schottky barriers formed by metal electrodes deposith

directly on the semiconductor. In contrast the standard buried

channel device consists of conducting gates deposited on an insulator

This device has one principal advantage which may make it useful

which rests upon the semiconductor.

when the CCD concept is extended to materials other than silicon.
The ﬁetaI-oxide-semiconductor technology is exceedingly successful
when based on silicon. However, when attempts have been made!to
extend this technology to other semiconductors there has beep little
success. The priﬁary reason for tbis lack of Succeés is the | poor
behavior of the semiconductor insulator interfacg. The new dLyice
discribed and analyzed in this chapter Has the benéfit of do#ﬁg away’

with the semiconductor insulator interface under. the contrc1|electrodes

and going directly to a metal semiconductor interface which is well
\
\

In this chapter we present an electrostatic analysis of the

defined on semiconductors such as GaAs.

Schottky Barrier Buried Cﬁannel Charge unpled Devices (SBBCCCD),
which could be constructed with presently available technoldgy on

GCaAs. Special attention was focused on making the electrost&tic
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|
: L -
potential in the channel such that one would expect smooth trasFer of
the charge and, hence, not encounter the difficulties which were found
|

|
It was found that, if the structure was fabricated by simply put-

in the first buried channel charge coupled devices[i].

ing metal pads on GaAs surface and leaving gaps between the pads, then
the electrostatic potential had very undesireable wells in this'gap
region. These electrostatic wells would act as traps for the siénal
charge and, hence, prevent the satisfactory operation of the de¢1ce.
This important problem was solved by adding a high dielectric constant
material (Si3N4) to the region between the metal electrodes. This
solution is found to virtually eliminate the potential traps and make
possiﬁle the operation of the device.

This chapter is organized in the following fashion. Section II
contains a detailed description of the physical structure of the device.
Section I]I contains a one diménsional electrostatic analysis of the
device. Section Iy contains a two-dimensional electrostatic anélysis,

and Section VY contains conclusion and a discussion of the results,

ITI. DEVICE STRUCTURE

An obvious extension of the well-known bﬁricd channel charée
coﬁpled device [1] is a Schottky Barrier buried chaonel ccb thch
o;erates by moving majority cafriers‘along tihe buried channel. This
channel can be controlled by the gate voltages applied on the metal
electrodes which form Schottky barriers with respect to the semi-
conductor in contact,

The proposed Schottky barrier buried channel structure is #hoﬁn

in Fig. 1 as a unit cell of three-phase n-channel CCD. It consists
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of an n-type layer of GaAs on a p-type GaAs substrate with met?l
electrodes forming Schottky contacts at thg semiconductor surfpce.

The structure is completed with an Si3N4 film which can be degosited
by a radio frequency glow discharge reaction [2] of silane andlammonia
at a fixed substrate temperature of 300° C. The silicon n1tr1de|was
chosen in this calculation because of its relative high dielectric

constant of the order of 8. The thickness, X4, is 20 times the
acceptor density, N, of the sﬂbstrate, which is 1000eaf3. |

" Inorder to form a buried channel, it is necessary to completely
drain the n-type layer and part of the adjacent regions at the Schottky
barrier and the mgtalurgical n-p junction. This can be accowpﬂished by
reverse-biasing the n-layer and p-type substrate, with respect to the
Schottky eiectrodes, strongly enough to drain all of the electrons out

of the n-layer. The signal charge is to be transported along the buried

channel in this depleted condition.

|

|

The band diagram of the one dimensional Schottky barrier buried

111 ONE DIMENSIONAL STRUCTURE

channél structure is shown in Fig.1l. We define the x-coordinate along
the depth of the semiconductor as indicated by a horizomtal line in the
figure. The n-layer is defined by the condition 0<x < X4. |

The most important expression of interest is the analyt*c
expression of the channel potent131 ¢ in terms of the gate voltage L]
and the signal charge Q. This expression can be derived by the standard
dépletion approximation for the rectangular charge distributipn and is

|
given as _ |
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Figure 2 One Dimensional Band Diagram and Charge Distribution for Schottk

Barrier p-n junction structure.
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|
|
i Na ' |
o= 1+ ﬁ;)(“’e"’ms"% ) f(R) v |-

where £(R) is a factor of order unity and defined as i

£(R) = 1 - . , | (2a)
1T+R+/T+H2R ; i

and the dimensionless parameter is defined by

N ¢p t.9
< Ny 6 MS)
R= so—| 1 + ——————2 2
|
with
2 ' |
gy 2 Xa Ng (1 _'g_)z _ S
2€gahs Q/ |
and _ 5 |
Qy = XN ' L e

d e
The general characteristics of the dependense of the channel:Potential
¢h upon the pertinent device paramgters are clear from above
relationships. The factor f(R) is a slow varying parametef, H?nce one
would note from Eq. 6 that the channel potential changes quite
linearly with respect to gate voltage ¢b but not with the signal
charge Q. :

Iv. TWO DIMENSIONAL ELECTROSTATIC CALCULATION

A solution of two dimensional Poisson equation. for this three-
phase'CCD structure has been solved numerically by over—relaxétion
= |
method and the computed channel potential is shown in Fig. 3 | The

soiid curve is with silicon nitride deposited by a radio Ereq&ency glow
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Figure 3 The channel potential profile along the direction of charge transfer.
" |
The solid curve is with silicon nitride deposited by a radio
|
frequency glow discharge reaction. The dashed curve isl without

silicon nitride layer.
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discharge reaction. This method is ideal since the resulting qielectric
layer has a relatively high dielectric constant of 8. The dashﬁd curve

: I
is obtained with no dielectric filling in the interelectrode gaps. The

finxte interelectrode gaps give rise to the potential minima sfimilar to
|

the results reported Zor the insulated gate buried channel CCD. The

minimum fringing field for the case of silicon nitride depositlion was
: |

found to be 553.4 volt/u. The details of the potential gradient for
. |

this situation is illustrated in Fig. 4 '

The undesireable gap effect can be understood with the aﬁd of
Fig. 5 in which we show the electrostatic potential along‘the
distance from the interface to the substrate at the midgap-nflthe
source and drain gates. By Gauss's law, the Electgic field becomes
discontinuous at the interface due to the abrupt change in thJ value
of the dielectric constanf. Since Gais has the d-c dielectric [constant
|
12 times larger than that of the vacuum, the surface electric 'field
e |
perpendicular to the interface must be very small inside the %emi-
conductor. This situation is jllustrated in the Fig. 5 the the
dashed curve increases it slope abruptly at the interface. l
When the silicon nitride is present, the abrupt increase!in the
potential gradient is negligible at the interface as seen by éhe silicon
nitride to the vacuum. In this calculation the thickness of sﬁlicon
nitride is taken to be 0.9u . |
|
In Fig. 6 -, we have plotted the surface potential along the
direction of the charge transfer. The abrupt change in the poﬁential at
\

the interelectrode gaps is obvious from the figure. It would be
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Figure 4 The potential gradient 2¢, /a and its recipr

along the direction of charge transfer.
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Figure 5 The electrostatic potential profile along the distan#:e from the

interface to the substrate is shown at the midgap ofﬂ the source

and drain gates.
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Figure 6 The surface potential profile along the.direction of charge
transfer. The solid curve is with silicon nitride deposition.

The dashed curve is without silicon nitride layer.
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1

\

[
desireable to have the interelctrode potential vary monotonically

across the gap; one way to do this would be to let the'SpaJing go to
zero. However, in the actual device fabrication, lu gap is %he narrow-
est gap one can realize in the present state of art. Fig. 6 shows
that the gap effects can be reduced by filling the gap withl high

; |
dielectric materials for a finite-gap structure.

The device can still be operated if the gap minimum is:higherlthan
the channel potential. Fig. 7 shows that this is indeed:thé case
for the conditiéns we have applied in the calculation. In this figure,
we have plotted the surface potential and channel potential:in the
same graph to illustrate their re}ative positions. :

v.  CONCLUSION

A new active semiconductor device, namely Schottky Barrier buried
channel CCD is described and some pertinént design considerations are
ﬁiscussed on tﬁe basis of the one Himénsional eléqtrﬁstaticianalysis
(depletion approximation) for the pinimum channel putentia?: The two

O - N ; 2 | :
dimensional Poisson equation , appropriate for the structure, has
+ |

been solved nuﬁerically with special attention focussed upon the

final gap effect in the three phase structure. And it is concluded

|
that the monotonic channel potential can be achieved by filling the

gap with a high dielectric material. |
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Figure 7 The surface potential and the channel potential along the direction
of charge transfer. Both curves were calculated for' the case of

Sia“:‘l deposition.
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